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The purpose of this study was to develop a methodology for determining the intent of

a limited nuclear attack. An investigation of possible methodologies for determining intent

lead to research in Bayesian analysis. It was thought that the answer to intent could be

found by taking prior beliefs of the decision maker and then using Bayes' Theorem to up-

date those beliefs with ground-based radar information obtained over time.

Unfortunately the use of Bayesian analysis as proposed here in this research did not

prove to be robust when the radar information is inaccurate. The desired answer was the

proportion of the attack which was against each class of targets, city/industrial, "other"

military, strategic military, and critical command and control or communications. Tne re-

sults at the current radar accuracies yield an inaccurate estimate of the proportion of the at-

tack which is against each of the target classes. When the accuracy of the radar is im-

proved, the proposed methodology does converge to the correct proportions.

- The reason for the inability of the proposed methodology to perform under the inac-

curate radar parameters is that de methodology ignores too many of the complicating issues

in determining intent, Also, the accuracy of the predicted impact points improve as the

warhead gets closer to impact but the proposed methodology does not account for this

change in the accuracy of the impact points. Some refinements to the proposed

methodology are offered as an attempt to reduce the inaccuracy in the estimates of the pro-

portions. Essentially these refinements involve generating weighting functions to be used

in the Bayesian analysis which modify the amount that the prior probabilities are modified

by the observed samples. When the estimated impact points are inaccurate and thus the

confidence in the sample is low, then the weighting function will be close to unity so that

the priors are modified very little. When the predicted impact points are accurate, then the

weighting function should allow the prior probabilities to be significantly modified.
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Abstract

The purpose of this study was to develop a methodology for determining the intent of

a limited nuclear attack. An investigation of possible methodologies for determining intent

lead to reearch in Bayesian analysis. It was thought that the answer to intent could be

found by taking prior beliefs of the decision maker and then using Bayes' Theorem to up-

date those beliefs with ground-based radar information obtained over time.

Unfortunately the use of Bayesian analysis as proposed here in this research did not

prove to be robust when the radar information is inaccurate. The desired answer was the

proportion of the attack which was against each class of targets, city/industrial, "other"

military, strategic military, and critical command and control or communications. The re-

sults at the current radar accuracies yield an inaccurate estimate of the proportion of the at-

tack which is against each of the target classes. When the accuracy of the radar is im-

proved, the proposed methodology does converge to the correct proportions.

The reason for the inability of the proposed methodology to perform under the inac-

curate radar parameters is that the methodology ignores too many of the complicating issues

in determining intent. Also, the accuracy of the predicted impact points improve as the

warhead gets closer to impact but the proposed methodology does not account for this

change in the accuracy of the impact points. Some refinements to the proposed

methodology are offered as an attempt to reduce the inaccuracy in the estimates of the pro-

portions. Essentially these refinements involve generating weighting functions to be used

in the Bayesian analysis which modify the amount that the prior probabilities are modified

by the observed samples. When the estimated impact points are inaccurate and thus the

confidence in the sample is low, then the weighting function will be close to unity so that

the priors are modified very little. When the predicted impact points are accurate, then the

weighting function should allow the prior probabilities to be significantly modified.
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A METHODOLOGY FOR
DETERMINING THE INTENT

OF A LIMITED NUCLEAR ATTACK

I. Introduction

Motivation

The ability of the U.S. early warning system to keep pace with the multitude of
strategic threats the Soviets can now throw against it justifies characterization of
U.S. strategic deterrence as a tetrad, with warning and attack characterization equal
in potency to land- and sea-based missiles and manned bombers in discouraging a
Soviet first strike. (emphasis added)

General Hartinger, CINC NORAD
Colorado Springs, Colorado 1980

U.S. military commanders are just now beginning to understand the importance of

attack characterization and intent determination. In support of this interest, the Air Force

and the Department for Advanced Research Projects Agency (DARPA) are currently

conducting research in the area of determining intent in the presence of uncertainty [341,

Because of senior Air Force leadership interest in the Rapid Application of Air Power

program, "pattern recognition" which attempts to resolve uncertainty ("to find pattern in

apparent chaos" [39: 3]) has become a key issue. It is believed that recognizing what the

enemy's objectives are affords the U.S. the greatest opportunity to defeat the enemy.

Knowing the enemy's objectives requires application of pattern recognition techniques to

sort through all of the possible objectives to determine the enemy's true intent [36]. How

do we "pattern match" actions to intent? The determination of intent is never easy. But it

is especially difficult when a high degree of uncertainty exists such as when the enemy's

actions suggest more than one plausible objective.
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This high degree of uncertainty would exist during a limited nuclear attack upon the

United States if the predicted impact points of the incoming reentry vehicles were near

several different types of targets. In that situation, U.S. military advisors to the President

would be uncertain as to the exact nature of the attack and therefore would find it difficult to

recommend the appropriate response action to the National Command Authority (NCA).

The U.S. would find in necessary to pattern match the characterization of the attack to the

Soviet intent. But how could the U.S. do this? Using today's methods, they would not be

able to determine from the attack characterization if the Soviets intended to perform a

surgical strike against selected strategic targets, a show of force and resolve by attacking

urban or industrial targets, or a "decapitation" of U.S. military command and control, or

communications. Bruce Blair of The Brookings Institution in Strategic Command and

Control had this observation about Soviet intentions which are always laden with

uncertainty. Soviet actions combined with the uneasiness that would be felt if the attack

was against U.S. command and control, or communications (C3) would present U.S.

commanders with a very difficult problem.

Testifying in 1963, Admiral Galantin concluded that Soviet attack on any one
of the shore-based VLF stations used to broadcast messages to missile submarines
'would probably mean an all-out war.'

Galantin's remark also reflects a subjective assessment of Soviet intentions
and motives. There is widespread belief that attack, however small, on U.S. C31
elements would presage a large-scale missile barrage against U.S. targets. But
while intentions are potentially a key distinguishing feature of levels of conflict,
actual motives are often ambiguous. A range of different but equally plausible
motives could be inferred from a limited attack against the command structure. For
instance, an attack on U.S. reconnaissance satellites might be designed to impair the
ability of the United States to assign targets to its strategic forces. But such an
attack might instead be designed to send a political signal or demonstrate resolve
while minimizing the scale of provocation. Antisatellite attack may be like some
limited U.S. nuclear options in that demonstrating resolve is the primary objective.
15: 2211

It should be obvious that due to the importance of attack warning and assessment in

deciding Soviet intent, the system needs to be very reliable and very accurate.

1-2
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Current Situation. Unfortunately the United States' nuclear attack assessment and

warning system does not currently perform to the level desired by the National Command

Authority with respect to attack characterization (5: 225-226; 10). If the Soviets launched a

large-scale nuclear attack (hundreds to thousands of warheads), the United States would

have a reasonably good "picture" of how many warheads were incoming because the

system is specifically designed for the detection of a large-scale attack [30]. Determining
the enemy intent during a large-scale attack would be relatively easy. Because all types of

targets would receive large amounts of damage, the intent of the enemy would clearly be to

inflict as much damage on the United States as possible. Under this scenario there would

be a limited number of response options because of the clarity of the Soviet intent and the

need to make a drastic attempt to counter the attack. However, under a limited attack

scenario (less than a hundred warheads) the ability of the attack assessment system to

"correctly" characterize the attack is non-existent. The current system lacks the ability to

properly discriminate the intended target from among all the possible targets in the area

when the predicted impact point is such that several targets would be damaged by the

nuclear effects of the warhead [22: 401. A description of how the attack assessment system

operates from launch to impact illustrates this lack of characterization capability.

Attack Assessment Scenario. Consider the situation where the launch of

an Intercontinental Ballistic Missile has just occurred (See Figure 1.1). First the attack

assessment system detects the launch with Defense Support Program (DSP) satellites

approximately one minute after booster ignition [5: 223; 22: 38'. At this point a

determination of heading is made but it is very inaccurate. After three to four minutes of

powered flight, the satellites lose track of the missiles.
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Approximately ten minutes later when the warheads and decoys have been dispersed from

the reentry vehicle bus, the warheads will be detected by the Ballistic Missile Early

Warning System (BMEWS). This detection by BMEWS will occur about 15 minutes prior

to warhead detonation. At this point the attack is confirmed and information about the type

of attack underway is transmitted to the North American Air Defense Command (NORAD)

headquarters and other high-level military command and control centers (See Figure 1.2)

[5: 223; 22: 381.

Es BMEWS PAEPAV

Figure 1.2 Information Flow
(Adapted from [5: 2511])

This attack characterization data is reasonably accurate but as will be shown it is too

limited to ascertain intent when the predicted impact points occur in areas that are "target

rich environments" [30]. When the radar detects the incoming reentry vehicle an impact

point is predicted. The computers at NORAD will run an algorith~m to determine the targets

"at risk" from each reentry vehicle [30; 22: 38]. The computer's algorithm takes each

impact point and compares it against its stored target data base. The targets in the stored

target base are classified into five classes:

1-5
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Class 1, urban/industrial centers
Class 2, missile fields
Class 3, bomber/tanker fields
Class 4, U.S. command and control centers
Class 5, Washington, D.C. [22: 451

A "target zone" is calculated for each target in the data base. Information about these target

zones are classified but essentially they are the area surrounding a target where if the

warhead detonates in that area, then the target will receive enough damage to be considered

destroyed 1301. The target zones are different sizes for each of the five classes of targets

because each type of target is hardened to different levels of damage from nuclear effects.

The computer algorithm begins by searching the target base for any target zones which

contain the predicted impact point as illustrated in Figure 1.3. Once a target zone is found,

the class of the target is determined (Class I through 5) and that target class along with

other critical information is displayed on the Missile Warning Officer's display panel in the

Tactical Operations Room of NORAD inside Cheyenne Mountain.

CCCQ City/Industrial

Other Military

+ Impact Pt

Q Strategic Military

Figure 1.3 Target Zones

This panel shown in Figure 1.4 displays information about each incoming warhead.

This display is similar to the one inside NORAD's Tactical Operations Room but it is not

the actual display. To the far left-hand side of the screen each reentry vehicle is identified

with a number.
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Select Tgt Impact Track Impact Launch Object Target Class Raid Impact
Attack Char Point Phase Time Point Id Summary Size times

1 145 32.2534 TG-1 655 sec 50.3418 21 1 - 0 ICBM - 1 None
121.3457 53.4520 2 1

3-0
4-0
5-0

2 32 31.4321 TG-2 715 sec 50.3418 22 1 - 1 ICBM -2 None
120.5432 53.4520 2 - 1

3- 0
4-0
5-0

Earliest Imp 655 sec
Next Imp 715 sec

Figure 1.4 Missile Warning Display Panel

(Simulated, not an actual warning panel)

On each line across from the number of the reentry vehicle the following information

is displayed:

* Selected target for attack characterization - A code number
corresponding to the specific city, military facility, or command and control
center which is being attacked by the particular reentry vehicle.

* Impact point - Specific latitude and longitude coordinates of the target being
attacked. These coordinates are updated as the reentry vehicles get closer to im-
pact and the radar data becomes more exact.

Track phase - Displays either TG-l or TG-2 which is a code for the
accuracy of the data for the particular target shown as under attack. Accuracy of
the radar in the TG-2 phase of tracking is reported to be within several thousand
meters and is generally considered to be reliable enough to determine what
specific target is being attacked.

* Impact time - Time that the reentry vehicles are predicted to impact.

Launch point - The latitude and longitude of the missile's launch point.
This information is reported to be very accurate and is used to determine what
type of weapon was launched. This information can also be used by U.S.
commanders to update the targeting of the Soviet Union for retaliation.

1-7



• Object identification - The computer catalog of the reentry vehicle.

" Target class summary - Total number of warheads airborne toward each
class of targets. As if keeping score, each target class (I through 5) is displayed
with the total number of weapons classified as intended for that class of targets.

" Raid size - Total number of warheads headed for the U.S. and a breakdown
of the number of ICBMs and Submarine Launched Ballistic Missiles (SLBMs).

* Impact times - The impact time of the first warhead to detonate over
Washington, D.C. is specially reported. The "next impact" time is also reported.

The screen also displays the time of the earliest impact over U.S. soil and the next

impact time after the first impact. A large map of the U.S. and Canada is also displayed

with the tracks of the reentry vehicles being shown as they move down the map from over

the North pole. All of this information is provided starting from about 15 minutes prior to

first impact [22: 40,44-451. Because of the time required to send an execution message to

strategic forces and the time required for those forces to respond, only data down to 6

minutes prior to first impact is relevant in this study. Figure 1.5 shows the time available

for a U.S. response throughout the time sequence of a hypothetical Soviet attack.

The commander-in-chief (CINC) NORAD would use the attack warning and

characterization data obtained during the 9 minutes (15 down to 6) prior to first impact to

advise the President and the National Command Authority (NCA) on the type of attack that

was occurring. This advice to the NCA would include an assessment of the system's

confidence and CINC NORAD's confidence in the warning and characterization data [22:

451.

CINC NORAD would take all the information he has received about sites and system

confidence along with his personal assessment based on the current world situation and

other factors to generate the CINC NORAD assessment. This assessment would be

reported as a "high," "medium," or "low" confidence and if possible would be verbally

reported to the President and the NCA. The CINC NORAD and system confidence
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Time after
Timetable of hypothetical Preemptive Initiation Timetable of Retaliatory

Attack by U.S.S.R. on U.S. of Attack Launch-Under Attack
(Minutes) Response by U.S.

lCoordinated launch of Soviet ICBMs. 0 First processed signals from satellite-
1 borne infrared sensors and peripherai

radar indicating attack.

3 Time available for decision and
execution of launch under attack
without disruption.

7 1 by elIectro antcplefo6
Probable damage to U.S. Comm
by electromagnetic pulse from

8 I exoatmospheric explosions

9

10

111 First probable confirmation of attack
12 by BMEWs radar.

13
13 r fme Available for decision to launch

14 tter confirmation of attack by BMEWs.

15

16 ic
17 I Time required for relay of launch

autho7zaton through emergency

18 communications system.

19
20 Last authorization point to complete

21 launch procedures in time to avoid
22 ground-level explosions of warheads.

23
Last launch point to avoid damage24 from ground-level explosions during

25 boost phase.

26
27

First ground-level explosions of

ICBM warheads at U.S. targets. 28
4~29

30

Figure 1.5 1lypothetical Nuclear Attack Time Line
(Compiled from 140: 39])
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assessments do not have to agree. The CINC NORAD assessment is his judgement of

whether an attack is underway against the North American continent [301. CINC NORAD

would describe to the President what type of attack was occurring based on the target

class summary information. His recommended retaliatory measure would be heavily

influenced by the size of the attack (raid size) and the target class "under attack"

determined from target class summary. If a large proportion of the attacking warheads

were determined to be targeted against U.S. command and control, or communications

(C3 ) centers, then the CINC NORAD recommendation might be rapid retaliation before the

"'decapitating" warheads could impact their targets. Because an attack against C 3 centers

would -force" a rapid and possibly unrestricted response it is vital to national security that

the attack warning and assessment system perform as accurately as possible.

Deficiency in Attack Characterization. A major problem currently exists

with the method for determining the target class under attack. It is the supposition of this

thesis effort that the algorithm %,hich is used to generate the selected target for attack

characterization contains a serious flaw in logic. The computer algorithm currently

searches the target base first starting with all the major cities in the United States. There are

approximately a thousand cities in the United States with the population and industry levels

appropriate for considering them as possible targets 19: 103]. If the predicted impact point

of the reentry vehicle is within a target zone of a city, then the characterization system will

record that city's specific code under the selected target for attack characterization

category for the reentry vehicle. If another city's target zone also c'ontains the predicted

impact point then its code will also be displayed under the selected target for attack

characterization category on the missile warning officer's display panel.

After all the city target zones have been checked against the predicted impact point,

the computer algorithm then starts searching for any other target zones which might contain
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the predicted impact point. If other target zones are found to contain the predicted impact

point, then their target codes are listed in the selected target for attack

characterization category in addition to all other previous target codes. It is highly

possible and does occur during exercises that a particular reentry vehicle may have more

than one city code assigned against it and in fact may have targets from more than one

target class assigned to it. These multiple assignments are then all reported under the

target class summary category on the display inside NORAD's Tactical Operations

Ro,-m. This method of assessing attack characterization basically assumes an equal

weighting for each target whose target zone contains the predicted impact point.

This equal weighting of all targets is potentially very misleading. It could happen that

in an area of high target density where many targets of several different target classes are

located the true intent of the attack could be obscured. Consider for example the situation

depicted in Figure 1.6 where a warhead is predicted to land in a heavily populated and

industrialized area surrounding a U.S. military command and control, or communications

center such as the satellite control facility at Sunnyvale California.

WArea of Greatest Uncertainty

Figure 1.6 Predicted Impact Point in Target Rich Environment
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A warhead impacting in this area could be aimed at the command and control, or

communications target but due to the random nature of the reentry vehicle and the

inaccuracy of the radar systems predicting impact points the selected target for attack

characterization information for this warhead would be misleading. The current

algorithm would show the warhead as attacking three city/industrial targets (Class 1) and

one C3 target (Class 4). Repeated over the entire limited attack, the target class

summary information could become overly inflated with Class 1 targets as the target class

under attack. This situation could result in CINC NORAD incorrectly "reading" the Soviet

intent and recommending an inappropriate retaliatory response to the National Command

Authority. It is the inability of the attack assessment and characterization system to

correctly determine the Soviet intent in a limited nuclear attack when a large amount of

uncertainty exist that has prompted this research effort.

The current system simply lacks the intent determination feature

which would be critically needed during a limited nuclear attack.

Purpose of Research. In the winter of 1986, Lt. Col. Richard Lawhern from the

Air Force Center for Studies and Analysis (AFCSA) identified the current attack

characterization deficiency to students at the Air Force Institute of Technology. Ile stated

that he and fellow analysts in the Command, Control, and Reconnaissance division at

AFCSA were interested in leaning more about attack characterization "because the current

system lies." 1251 The specific question he posed at the time ',as the following:

Given an area of the United States that contains critical command and control, or
communications centers and other targets such as an Air Force base or an industrial
center, what are the accuracics of the attack assessment and characterization system
that would be necessary to 'correctly' predict which iarget in the area is the intended
target of the detected reentry vehicle? 1251
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Further conversations with Lt. Col. Lawhern lead the research away from further

sensitivity analysis of the radar and target sorting algorithms 1261 to more analysis in the

area of "target deconfliction." [321

Target deconfliction is the resolution of the uncertainty which exists when more than

one target and target class are identified as being at risk from a particular reentry vehicle. A

true understanding of the probabilities involved which infer intent is required to resolve the

uncertainty contained in this problem. Intent can be inferred by taking new information

about a particular aspect or "state of nature" and combining the new information with

knowledge or assumptions (prior probabilities) about the state of nature before information

is received 120: 616, 619-620]. A majority of the thesis effort was spent in developing a

methodology for doing target deconfliction so that the enemy's intent could be determined.

According to Lt. Col. Lawhern, an expected benefit from the research is that "the

proposed methodology could be used by the U.S. Space Command as a basis for

validating their attack assessment system. It could also have an impact on the procurement

of attack assessment systems in the future." [261

Desired Outcome. There are several desired outcomes or expectations of the

thesis effort. First that a methodology would be found or developed which could take the

received sensor data of the attack warning and assessment system and "correctly"

characterize the attack. This characterization involves finding the proportion of the attack

which is intended for each of the five classes of targets (city/industrial, other military,

strategic military, C3, and Washington, D.C.). Second, once the attack has been

characterized, that an estimate could be made of the confidence interval associated with the

proportions of each target class under attack. This confidence interval of proportions could

help CINC NORAD in formulating his assessment of the attack. Third, that the level of

sensor accuracy could be found which would improve the attack characterization to the

point that CINC NORAD would be 98% sure what type of attack was taking place on the
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North American continent. It is recognized that the research may show that no amount of

improvement in sensor accuracy is capable of delivering this confidence level. Other levels

of confidence such as 75% and 90% will also be examined. Fourth, that a clearer

understanding of the attack assessment system could be gained by investigating all of the

factors which affect target characterization. This investigation will be a,:::omplished by

performing sensitivity analysis on the major factors in the attack assessment system. These

major factors are the size of the attack, the timing of the attack, the yield of the warheads,

the accuracy of the warheads, the distribution of the targets, and the actual nature of the

attack. Finally, that through this research a better understanding of how intent is

determined when there is a large amount of uncertainty involved.

Additional Uses of Research. Since this research deals heavily with

determining intent, there are several areas which could benefit from the results of this

study. The Strategic Defense Initiative (SDI) is one of these areas. It has been

acknowledged that a Ballistic Missile Defense system might need some way of accurately

determining which of several possible targets is the intended target of an attacking reentry

vehicle. This capability would be necessary when some particular subset of targets was to

be protected and the Ballistic Missile Defense system did not have the resources to protect

all possible targets.

The most serious threat to tracking is a maneuvering RV that could make a strike far
from its predicted impact point. This tactic is effective if the defense is trying to
save some subset of the targets being attacked and wants to intercept only RVs
heading for these targets. [9: 601

The SDI area is rich with opportunities for using the results of this research. Another

general area which might be aided by this research is "pattern recognition."

The methodology that will be used to determine intent based on the sensor data is

similar to those techniques currently used in pattern recognition. Bayes' rule is used to

determine the cost of misclassification and consideration of misclassification is a big part of
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pattern recognition [35: 151. As will be shown later, Bayes' rule is employed as a large

part of the methodology for determining the intent of a limited nuclear attack given some

sensor data over time.

Problem Statement

Currently there is no methodology for determining the Soviet intent during a limited

nuclear attack when the intended targets are collateral with other possible targets. The

development and acceptance of a methodology to determine the Soviet intent in a limited

nuclear attack would resolve uncertainty and increase the confidence of NORAD's attack

characterization.

Research Objective

Develop a methodology which can be used to determine intent in a limited nuclear

attack given attack assessment and characterization data from missile warning sensors. Use

the methodology to investigate the sensors' accuracy to determinet if a threshold exists

which would enable 75, 90, and 98% of the warheads to be correctly classifed during the

attack characterization.

Research Sub-objectives

In support of the research objective the following sub-objectives will be

investigated.

a. Develop a Measure of Effectiveness (MOE) which can be used to evaluate
prospective methodologies for determining the intent of a limited nuclear
attack.

b. Find the sensor accuracy needed to enable the missile warning system to
provide attack characterization at the 75, 90, and 98% correctly-classified
levels.

c. Analyze how missile accuracy (circular error probable, CEP) affects attack
characterization.
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d. Given the most accurate missile warning system possible, determine the
longest time before first warhead detonation at which the attack
characterization could be determined at the 98% correctly-classified level.

Limitation of Scope

In order to accomplish the stated objective and subsidiary objectives, the scope of the

problem needed to be appropriately limited. First, the research was restricted to the

unclassified level. Due to the amount of sensitivity analysis conducted it is felt that the

results will be easily transferable to the actual classified data bases. The geographical area

of interest A as limited to the state of California. This state was chosen because of its large

number of targets in four major target classes (city/industrial, other military, strategic

military, and C3). The research only considered limited nuclear attacks because of the

senselessness of trying to characterize an attack that consists of several hundred warheads.

With hundreds of warheads the target class of interest, C3, would experience enough

damage that the ability of the U.S. to respond to the attack would be severely reduced.

Only ground targets were considered in the target data base. It is felt that if space assets are

attacked the intent of the Soviets is cicarly to disrupt U.S. military command and control,

and communications, and the U.S. should respond accordingly.

Definition of Terms

There are several terms which require some elaboration. Most of these terms will be

used throughout the thesis and their definition here serves to clarify their usage and make

visible the inherent assumptions.

Attack Assessment - The information gained conce ning imminent or actual
attack against the United States involving nuclear weapons. This information may
come from Ballistic Missile Early Waming System (BMEWS) radar sites or space-
based infrared sensors. These systems combined are capable of assessing the
number of launches, launch sites, time to impact, impact points, and other relevant
attack data 15: 223-2261.
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CEP - Circular error probable is the area in which on the average, half the
warheads will land. It is the radius of that area usually measured in meters and is
the accepted measure of ICBM accuracy.

Critical Command and Control , and Communications - In the United
States there are about a hundred command and control, and communications
facilities that are considered vital to either attack assessment and or control of
nuclear retaliatory forces. These facilities include such things as radar sites,
communication relay stations, and satellite control facilities. They also include
command posts, the National Command Authority, and alternate command facilities
[ 11: 30]. These facilities are necessary to employ nuclear weapons. Therefore,
these facilities are considered "critical" command and control, ind communications
facilities.

Limited Nuclear Attack - Because an attack consisting of hundreds of
warheads would cause such a high level of damage, debris, and electromagnetic
pulse throughout the United States that critical parts of the U.S. communications
system would not operate effectively, a limited nuclear attack will be defined as an
attack consisting of less than a hundred nuclear warheads [42: 1310]. Since only a
portion of the United States will be considered in the research the number of
warheads to represent a limited attack in the area of interest will be approximately
10% of the total number of targets in a particular area.

Overview

This chapter has contained the introductory information. Chapter II will contain

background material. The background material will include a review of the literature

concerning the problem area and information collected from discussions with missile

wvarning experts. Chapter III will contain a discussion of the simulation and mathematical

models used to generate the data for the analysis. Chapter IV will contain a discussion of

the methodology used to solve the problem. A brief explanation will be given concerning

what other methodologies were investigated and why they were rejected. The theoretical

foundation for using the adopted methodology will be presented. Finally the test

conditions, hypotheses, and experimental design will be discussed. Chapter V contains the

findings and analysis. The results of experimentation and an analysis of those results are

thoroughly discussed with respect to the research objectives they answer. Finally some

conclusions and recommendations are presented in chapter VI.
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II. Background

Overview

This chapter will contain all the relevant background information collected about the

attack characterization and intent determination problem. The majority of information was

collected from two sources, a thorough literature review and discussions with missile

warning experts. This information led directly to the discovery of what data had to be

collected or generated to meet the research objectives.

Review of Literature

Lt. Col. Lawhern, a former deputy chief of the Command, Control, and

Reconnaissance Division at Studies and Analysis and the inspiration for this research has

commented that he knows of no previous research in the specific area of intent

determination of a Soviet limited nuclear attack [25]. This statement was supported when

an exhaustive search of the literature failed to expose any published studies in the area of

intent determination in a nuclear attack scenario. However, during the literature review

several studies were located which dealt with topics related to the research objective. These

related topics were studies of attack warning sensors, damage expectancy and vulnerability

studies, and pattern recognition. Each of these three areas of studies will be briefly

reviewed in the following sections.

Attack Warning Sensors. Several Department of Defense studies have been

sponsored in the area of nuclear detonation detection with regards to treaty verification and

damage assessment. These studies are related to the research topic because they involve

various components of the sensor system necessary to perform attack characterization.
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These sensors perform warning functions day-to-day and then provide attack warning

if a launch is detected. After launch detection, the U.S. would attempt to characterize the

attack. From the character or nature of the attack (how many warheads are targeted against

each class of targets), an attempt would be made to determine intent. This intent

determination is the focus of this thesis. All of the previously mentioned actions occur

before any warheads have detonated. Once detonations start occurring, the sensor warning

system would perform damage or attack assessment. These assessment functions would

be supported by both space-based satellites detecting detonations and ground-based seismic

sensors. The research in this area was useful because of the information it provided about

the various sensor systems and their capabilities.

The first study reviewed gave insight into the types of sensors which are currently

deployed and planned for deployment for attack warning and assessment. The "Forward

Based Systems" study, published in November 1973, conducted "a review and an

assessment of feasible sensors within the electromagnetic spectrum operating from

appropriate platforms." The research provided "a basis for determining forward based

surveillance system requirements in support of ballistic missile defense." [12: 1]

A second study gave information concerning a submarine launched attack. The

SLBM defense technology requirements study was published in November 1976. The

study's emphasis was "to determine technology requirements to maximize SLBM defense

warning time and provide accuracy threat assessment and to determine the parametric

effects and interactions between reaction time and required SLB3M defense.. The contractor

proposed several advanced satellite sensor concepts and advanced interceptor concepts

which can defend against SLBM attacks." 112: 61 As a result of information gained from

this study, it was decided to exclude an SLBM attack from the attack characterization model

during the research. The reason for this exclusion is based on the limited time that would

be available to make an intent determination. An SLBM can launch and detonate its
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warheads within 6 minutes at normal patrol range. Even immediate intent determination

would not allow enough time for any credible respons,. The intent determination of an

SLBM1 limited nuclear attack will be left for future research.

The last study reviewed in the area of attack assessment and warning sensors was the

nuclear detonation detection system (NDS) utility study (trans-attack application).

Completed in August of 1984, this study evaluated the "contribution of NDS to strike

assessment." [13: 531 This study is interesting because it attempts to relate sensor

capability to attack assessment. The study is related to the research because it attempts to

answer one of the questions in the logical sequence of questions of can the U.S. determine

if they are under attack (attack warning), wshat targets are being attacked (attack

assessment or characterization), and Nshat is the intent of the attack (intent determination).

The next area of research discussed is the area of damage assessment and vulnerability

studies.

Damage Expectancy and Target Vulnerability. This area of research is

applicable to the thesis research objective because it concerns methods for estimating

damage to a particular type of target. This information is necessary for the research effort

because in order to ascertain intent in a high density target area the different levels of

damage to each target in the area needs to be determined. This expected dam:.e information

could then be used to differentiate the intended target from among the different target

classes using an appropriate methodology. As mentioned in chapter 1, the relative sizes of

the target zones for different target classes are not the same. This difference comes about

because of the different levels of vulnerability each different class of targets would

experience when subjected to the same level of nuclear effects. Some of the cited studies

only address damage expectancy while some relate the expected danage to the survivability

of the target.
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'The first study re, iee d in this area is the "'l'fectiveness and T"largct Assesnent'"

study published in December 1974. The objectives of this study wcre to:

1 ) "'Assess the damage probability versus range for various targets is a function of

weapon type, yield, and burst-altitude."

2) "For various attack-objectives and target complexes, summarize the desired

warhead type, yield, CEP, and burst altitude."

3) "Determine major , eapon-cffect uncCrtainties (e.g., output, Crvironment, target

response) impacting the capability to attack, while prL4ucinge minimal undesired

damage"i 113:571

This study validated the approach taken in the damage calculation model used to Cenerate

some of the data for the research. This model and its data v,ill be discussed in Chapter III.

The next study review ed was the "Evaluation of C3 Degradation for JCS ELITE

TROOPER Exercise" published April 1983. The objective of this study focused on the

class of targets of most interest in this research, C3 . The objective of the research was to

"'evaluate the effects of damage to C 3 sy stems of the NCA resulting from the nuclear

attack...- 113: 721 This study ', alidatcd the concern over a decapitation attack.

Command and control, and communica:ions is also the topic of the next study \which

was revie\wed. A communications sutr,ivabiliiy study wkas published in April 1985. This

study developed "'a reference doeIcment of strategic command, control, communications

and intelligence C3 systems nuclear suIr, ivability issues to include the updating vith the

latest calculated nuclear effects on the vulnerabil it,'haridness of ca,"i link and nodle of

stratecic connectivity networks." 113: 13(1 The study \ alidatcd te parameters used in the

damage calculation model fOr the C3 targets.

One of the most interesting studies reviewed \,as the "Consequences of 'Limited'

Nuclear Attacks on the United States study published in 1980. This study approached the

consequences of nuclear war from an analysis of the civilian casualties which would result
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from various different strategies of attacks. The study was % cry useful in developing an

apprecialtion for the various different levels of damage wxhich W ould result from attacks

which "intended" minimal collateral damage [1 1: 3-451. It was also useful in determining,

some of the parameters that were used in the damage calculation model. Finally, the model

provided information about the command and control, and communications targets which

are in the geographical area of interest in the research.

The studies that ha, e been rev ie, ed here demonstrate the varied types of research

occurring in the area of damage expectancy and target sur ivability. The information

gained from these studies and other sources were critical to de eloping the models to

generate the data for this study. The last group of studies wk hich v ill be re% iewed are those

dealing with pattern recognition.

Pattern Recognition. No studies were found which directly related pattern

recognition to using targets attacked to give estimates of target classes under attack. The

studies which are reviewed deal eithfer , 1th attack asses.sment or pattern recognition in a

general sense.

The first study reviewed in this area validated the idea that the Soviets might attempt a

limited nuclear attack against a subset class of targets and that the U.S. correct

determination of the "class under attack" could control escalation. The "Changing Balance"

study of February 1983 had as its objective the examination of the "impact of nuclear force

deployment and nuclear employment on escalation control." The approach the study used

was to "broaden the range of scenario conditions in which strategic assessments are

performed to include basic constraints on force operations, the impact of alternative attack

strategies (especially as Soviet strategy may differ markedly from U.S. views about nuclear

warfare), and the importance of C3, attack assessment, force reconstitution." 113: 74]

The next study reviewed here addresses the subject of escalation control in a U.S.

limited nuclear attack. This study examines the U.S. targeting strategy to determine if the
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Soviets could estimate U.S. intent based on the targets w'hich ,cre attacked and the

collateral daimage wxhich wkou ld Occur to surrounding targets. The "'Strategic Targeting

Constraints Criteria" study, published in April 1984, addressed the concept of withholding

certain target classes from attack and how this restraint could be evaluated. The study

acknovledged the premise that "rccognizable restraint, under certain conditions, may lead

to escalation control." The objective was "to determine if existing collateral damage

c.-nstraint criteria are appropriate to current cmplo\ ment policy gi'Jancc and the supporting

planning of employment options." 113: 1091

Even though these studies address pattern recognition in a general sense and do not

directly discuss intent determination, the studies were still valuable in developing a

methodology. The studies validated the idea that withholding classes of targets from attack

could control escalation if the other side could determine the attacker's intent from the target

class attacked and the collateral damage to surrounding targets. This idea is an important

point because it i the real molivation for the research. If intent determination can not

be determined, then a limited nuclear attack ill quickly escalate into an

all-out conflict by )oth sides. At the present moment, the U.S. attack assessment

and characterization system does not explicitly provide intent determination information.

The purpose of this thesis is to de",elop a methodology for providing that information.

Interviews with missile warning experts provided the other major source of relevant

background information. Some of that infornation has alreadV been presented in chapter I

in the "current situation'" section. The remainder of the background information, obtained

mostly from missile wkarning experts, ,,ill be presented in the next section.

l)iscussions with Experts

There are several key pieces of information still needed to Iully understand the

problem. As mentioned in chapter I, the specific problem with the current attack
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x uduse oiil% one xxu rhead pet targe-t and that eaCh x ar'head xx o)Uld be ainmed at only one

nae.Bo th (of the ;~suasscen recikahle. InI a liited nuclecar attack whlich is the

k4'ari otnteret in this research, it Lo s not seetn reas ona!hie that the Sov iets voldd

cvren such a sniod numbher A xx aes I10 no 20) and then use more than one warhead

on "So one arget. [)eling tt their intent "I'l thte attac:k, usiiig, more tihan one wxarhead

p~er I-!,et xx mld deceas the0 AI kel d thut their Thtsa ce' xx old be undersood. Instead

n n"ICor than oneC xxl al:! heWI onIXoe et theNxv a pry 1)bhi send a fexv m1ore

xxh ci,! to) attack nmore tar'Cts i :t the sattei tat at c A ls. A iso i xt xx apotts are So laree,

lt x e! that Sc- ersk texlr'ets ,\i1,t Iin the [. S. xx Inch xx oU:J reC~iine tmtre than one xx aritad

too produce"( a Iti ' probalmi1htx o4 kiT [ he seo:nJ lpvst~aac I,, thatI ecit 1 xxarhad is limed at

(4 Ime tMCIe as (jpi seA ti Incin2 ad betxx cu tx1"ta~ o t tt &W e xx capon could

h(,:t tar,-ets, Ihus isitu!e is also reasoable 1cause the, Six\ etsI [tax thousands mlI

xx;ha s. in:- (ne xxall~ead to tix to kill txxi tar,-ets delies, lme: citereore it xill be

asume Id fi ( r ITewnt deterItnnaI IIti In 0 posI I1es th Iat ech xx arta is I uolI,, t a t mm k !Ii tar' et anld thatI

ca. n tarle-'t is 11()t a!1tAC Je b', tnoteT thiaii1 u)ite x artead.
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'[1e "I~ aN urutloll requilres [hatt thle so\ ICIS attack :h1 a specif1 .ic initeat in min11d.

1 %c 1 111:c cl ould be a Coll nIterforce at tack a, wIus t stratco iC ilji tar\ tar, IctI,, a couI ItIetvalue

~:.: %it ic" 11nd 1iusriall targets. or- a dcalpitaItion aitiA aglilnst1ile mfil ita'llN

11111,11d anld contrlol stlucture or It,, C01111111111k:,tiolls. If the So'. lets randomlly chose

tLMrC1to I .ttac k then intenlt determination '.'ould be impIIos'sibe bcauILSe no pattern exists Inl

t!.r There '.'.on :J be nlo at"ck attrn to re:ogn /e. ol\ chaos.

Phe firs.t prereqa site for Intent decterinailtionl is aItccurate imvpact point prediction. As

1'.Cntiolned Inl chaptver I. thle Defense, Supplort rgrm D.SP) saIte]]1C itsW\oLd detect and

tracik the soviet launch during it boost phase 15: 2123; 22: 3SJ. At this point an estimation

of' Impact area is made based onl the hecading" of the mlissile. This estimation of impact area

call be se ry, inaccurrate (as much as I SO- of-f fromn thle true heading) due to certain

obser ation phenomena 1101. The I)SP satellite repoxrted impact points have a one standard

de'% .iation of 10 kilomleters in azmu11.th and 400 kilometers in range 14: 19 11. This Implies

thati thle DSP1 data could be used to determine \x'hat east-wecst portion of the United States

v .1s Under attack but wvould not be reliable in a notth-south determination. For California,

the tareet area of interest. this impact prediction data wXould not be verv useful inl

dectermining intent as shown in Figure 2. 1. The area of uncertainty would simply be too

lIFree to Ct anl accurate assessment of what target classes wvere under attack.

Three to four minutes after detection, the DSP satellites \x~ould lose traick of thle

in i,11s; V The Ii S. '.'. n 1( be hild to the attta and its nature unltil theC reeIIInt \C ehiceS

hui e detcted b'. thle 'ro und-baised raidar s\ stems. A\t about 15 Minutes before limpaict.

tue .~ rheds .'.'n d be detected bv the Balstclar] v Warni 11 Sv 'teIn (BNIL\\S) and

Mo'r rie tracking 'woulld beg in. W\hen an object is first detect 'd by the radair it IS not

K1.m'. it ifle object is an orbiting- pae hicle suich as a saitellite or- anl attaICkin- warhlead.
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Figure 2.1 Area o)f Un1certain1ty from DSP data

The object is assessed by the compUter software at the radar location to determine if

it,, trajectory is orbital or reentry. If' the trajector-y is reentry the object is compared with the

caitalog of objects in the radar's Computer to determine if it matches a knowkn orbiting(

object. This determnination is not alwVays conIcIlsive. If it can not be determined if the

object is orbiting or reenterin.- the earth's atmosphere, TG- 1 track ing is initiated. Ini this

tracking phase, thle radar catalogs specific informat ion about the object such as launichI poili

an1d predicted impnipct point. It is in thlis phase that decoys wold be separated from act Lial

l\ilads using \aflIS'npai'm ci cis based onl Spec ific so\ iet recentry v %chicl ICcharacteristics.

Tie f1ina traicking phaisc is desi;nated 'lG-2. In this takn phase the best inlformat11 onl Is
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obtained about the reentry vehicle. At this time, impacting object reports (IORs) Would be

sent to NORAD for each reentry vehicle [22: 441.

These impact object reports contain the predicted impact points of the warheads.

These are the predicted impact points which v.ilI be used by the current computer algorithm

to aetermine what target zones are affected. The accuracy of these predicted impact points

are repo rted to be roughly 10 to 20 kilometers from the actual intended target 130]. This

accuracy is for predicted impact points 10 to 15 minutes before actual impact. The final

impact points are much closer to the intended target and is measured as CEP (Ciicular Error

Probable). The CEPs of Soviet missiles are within a few hundred meters. From predicted

impact points and target zones, the specific target and its class are identified and reported on
a display to the missile warning officer.

Target "at risk" Determination. The other area where the current attack

characterization system is deficient is in target -at risk" determination. As discussed in

chptcr 1, the current computer algorithm attempts to match an impact point vith a target

zone. Once a target zone is found in the target data base, that target code and class are

displayed on a missile warning officer's console. If more than one target zone are found in

the data base which contain the impact point then all of the target codes are displayed on the

missile warning displays. As previously discussed, this assumes sort of an equal

weighting for all targets regardless of the level of the damage on each target. To

understand this furlther requires kno. lcdge of how target zones are constructed.

A target zone is the area surrourding a target in which if the impact point lies in that

area, the taret is assuimed "killed'" and if the impact Xint lies outs ide this area the target is

'safe." If the target is killed th;,n it is reported as a target at risk and its target class is

reported on the display panel. The problem with this method is that it employs the "cookie

cutter- technique to deterinining target survivability. This techniques assumes Lthat if a

warhead detonates within some distance of a target which would give a certain level of
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darna1ge due to nuclear effects then the target is destroyed otherwise it is safe [61. This

threshold approach causes uncertainty because in reality, a target ,, ill even be slightly

damaged from a warhead detonating several kilometers away. In contrast, depending on

the target hardening, a warhead might have to detonate very close to be inside the target

zone. A much more realistic approach seems to be to consider the damage as a continuous

function of range. The most commonly accepted model is to consider probability of

sur\vival a function of range as the cumulative lognormal as shovn in Figure 2.2 [71.

1.0 ---------------------- -

PS

0
Range

Figure 2.2 Probability of Survival vs. Range

The probability of k Ill is just the complement of the proba H ,ity of survival.

The probability of kill, Pk can be calLulated by equation 2.1 % here the twko pa rameters a

and l3 are calculated by equations 2.7 and 2.3

1

)k C- 1 dz 12.11
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3€ ",2 In (Ii ) [2.3]

1,s is the intensity of the nuclear effect which at that level and below, the target is

conidcerd to be sure-safe and receive no appreciable damage. 1,k is the intensity of the

unclear efTect at v, hich lcvcl and above, the target is considcred to be sure-killed [81. By

us.i:1n, cqnations 2.1,2.2, and 2.3 a continuous range of Pk can be obtained for the tarcts in

tl:,c d.itt base , hich are near the pi-cdictcd impact point of the wairhcad. This approach

s a better estimate to be made of the intended target.

Ulnder the current s\ stem' opcration, once the target zoncs h.ivc been compared to

cue,_h predi. ted impact p,,mt and turget classcs hai\c been rept rted, the system begins to

:cr:- back through the , hole process of impact point prediction and targct at risk

deIrmination. This whole proccss taikes bctwccn 30 seconds to I minute vhen the number

r cen ttv \chicls is s allI (lcss than one hundred). The target at risk and target cla;s

snnh r,, intfimatton \,nld then be forv, ardcd to NOR)D and othcr high level milita-y

coinmtind and contl)] celtcls.

CINC NO1(AI) and his adois rs wo ld use this infornlatiOn and the ''system

c onlide'nc'' to generate a CINC NORA ) asscssmcnt. As nuch ais possible, this

assessment would nced to contain a iel krt .ssessn g the confidciice that an attack is really

ceur-ring and if so. \,,, hat t\ pC of targets tv hich implies intent) arc being attacked.

The system colfidCncC is an C aluatioI of how confident and rcliablC the system is

itlI respcCt to its opcraltion and reporting that an aittack is undCrV av. The radar site's

sessmeCnM t of each rcelntr, v chicle is rC orted as 'valid, "'false,' or "'under invcstigation.

This in rmtition is co)mbincd fo.r cach of the sites v hicl detct the reentry vehicles to

s vaide an ovcrall system coidCncIh o n0,'' ''ediu '" " or low. 13 :01 or inStancc, if
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the Ballistic Missile Early Warning Systems (BMEWS) radars (Site I in Thule Greenland,

Site II in Clear Alaska, and Site Ill in Fylingdales Moor in England 123: 2521) all dctected

the same reentry vehicle and two out of the three sites were reporting Thigh" confidence,

then the system confidence would probably be assessed as "high." This system confidence

would be reported to NORAD where the CINC and his advisors would generate the CINC

NORAD assessment.

Absent in all of this information is a method for determining intent. Without intent

determination. CINC NORAD's assessment is not as useful as it could be to the NCA. In

a limited nuclear attack scenario, an estimation of the enemy's intent could be the most

important information CINC NORAD could provide outside of the determination that some

type of attack against the United States is occurring. It is the objective of this thesis to

develop a methodology for determining that intent information. To do so will require data

to be generated. The data wk ill be used to conduct experiments to accomplish the research

subsidiary objectives. Accomplishing the subsidiary objectives will directly lead to

accomplishment of the research objective. The next chapter will specify the data that will

have to be generated or obtained in order to accomplish the research objective. Chapter III

will discuss the models which will be used to generate the data for experimentation.
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III. Data Generation

Overview

This chapter will discuss tile data needed to meet the research objective. Tile overall

research objective is supported by several sub-objectives. Each sub-objective will be

eximined with respect to the specific data needed to for its accomplishment. Examples of

the desired data will be given for each objective. A major portion of the chapter will be

devoted to discussing the three models which will be used to produce the data necessary to

conduct the research. Each model will be examined by its purpose, the data and parameters

needed to support the modcl, and evidence of the model's verification and validity.

l-inally, an overview will be presented % hich discusses how the data from the three data
eneratin~ models will be inte-rated and used in a methodology for determining intent.

Data Needed to Answer Research Questions

The desired end result of the thesis is that a methodology be developed which could

indicate the intent of the Soviet limited nuclear attack. This objective can be accomplished

by developing a technique which would give CINC NORAD an accurate estimate of what

classes of targets were under attack. This estimate of the intent would be in the form of a

report of what proportion of the attack \vas against each class of targcts with a confidence

interval around those estimates. This data would change every 30 seconds or so as new

estimates of impact points wAere computed. The final output will be the data for the 6

minute point prior to first impact. Table 3.1 gives a sample of tlie output in its final form.
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TABLE 3.1 Class Under Attack Estimates
(90% confidence level)

Class Lower Bound Point Estimate Upper Bound

I City/Industrial .2000 .3100 .4000
2 Other Military .0000 .0400 .0667
3 Strategic Military .0000 .0660 .1333
4 Critical CCC .5000 .5900 .6667

These estimates of the proportion of the attack which is against each class of targets

would give CINC NORAD a goo'd indication of the Soviet intent. Gillen the sample data

presented in Table 3. 1, it would appear that the Soviets intended to attack critical command

and control, or communications targets and that there wvas a fairly high degree of collateral

damage to the surrounding populated areas. Other attack scenarius wuld obviously yield

different sets of proportions with different lower and upper bounds on those proportions.

The amount of data and calculations to arrive at the final table of proportions is quite large.

This large amount of data is currently being produced or capable of being produced by the

attack warning and characterization system. There are also some other types of data

required to answer the research objectives which are not currently being produced. In the

sections which follow, each research sub-objective will be examined with respect to the

data needed to support it.

The first research sub-objective is the following: Develop a Measure of Effectivencss
(%OE) which can be used to evaluate prospcctie methodologies for determining the intent

of a limited nuclear attack. The best MOE for this objective is piobably a "confusion

matrix." 115: 3711 This table of actual intended target versus predicted intended target

gives a good estimate for the accuracy of the developed methodology. Fable 3.2 presents

some simulated data to show how the results might look under one scenario.
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TABLE 3.2 Classification Results

Predicted Target Class

Actual Tgt Number 1 2 3 4
Class of %%arheads

1 5 4 0 0 0
2 0 0 1 0 0
3 0 0 0 1 0
4 11 0 0 0 9

Percentage of targets corrc.ctly classified = 86.67

The results in table 3.2 would indicate that the methodology is reasonably good at

classifying warheads to their intended target. In an actual attack the U.S. would really

never know the actual intended target class which is why the proportion of class under

attack data can only be point estimates with confidence intervals. In the research for a

methodology the experiment can be controlled and the actual intended targets known. This

confusion matrix will be computed for several different scenarios. The proposed

methodology will be evaluated using the confusion matrix as the Measure of Effectiveness.

'1 ne second research sub-objective is: Find the sensor accuracy needed to enable the

missile warning system to provide attack characterization at the 75, 90, and 98% levels of

corTectly-classified targets. The data used to meet this sub-objective will be the sensor data

which is composed of the measurements of the reentry vehicle's position and velocity in a

three axis coordinate system. The accuracy of the sensor will be varied along these six

parameters (X, Y, Z, Vx, Vy, Vz) and the results evaluated with the MOE. The MOE is the

percentage of targets correctly "'classified" according to intent. By improving the accurac\

of the sensors, the percentage of targets coiTectly classified can be made to increase to the

different levels of attack characterization effectiveness. There will be a set of six parameter

values for sensor accuracy at each different correctly-classified level.
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The third sub-objective is: Analyze how missile accuracy (CEP) affects attack

characterization. CEP is a parameter which can be varied to give different attack proportion

estimates and different MOE values. The results of this objective %%ill be a plot of the set of

MOE values attained over different missile accuracies.

The fourth and final sub-objective is: Given the most accurate missile warning

system possible, determine the longest time before first warhead detonation at which the

attack characterization could be determined at the 9S% confidence level. The result of this

objective will be a time before first impact such as 555 seconds.

In order to meet the four research sub-objectives which support the overall research

objective, some simulated data must be generated. Simulated data must be used in the

analysis because actual data does not exist. One set of actual data and three generated data

files were used to support this research effort.

The actual data is the set of tarets in the area of interest. This data set is contained in

Appendix A and consists of a target identification code, the target type (Classes I through

4), target latitude, target longitude, and the name of the target. This actual data set was
compiled by hand plotting the targets using aeronautical maps I 11. This target data base is

unclassified because it is not the actual data base which is contained in the computers at

NORAD. It is however, very realistic in that actual military targets and command and

control, or communications targets were located on the aeronautical maps and plotted. The

cities werc selected by population. Any city with 50,000 or more in pcpnlation was

considered a possible target of a Soviet attack and therefore was loaded in the target data

base.

The first simulated data file is the set of reentry vehicles. A simulation model was

developed that would create an attacking force of Soviet missiles and their reentry vchicles.

A sample of one such attack is contained in Appendix B. This data set \was used with

another simulation model to gencrate a file of prcdicted impact points. Appcndix C
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contains sample output of the predicted impact points. Finally, the predicted impact point

data was used by another model to measure the damage as probability of kill, Pk.

Appendix D contains sample output of the probability of kill data. The file of Pk values is

then used by the de ,eloped methodology to answer the research objectives. These files of

simulated data were thus necessary to conduct the research. The next section discusses

each of the models wNhich w% ere used to generate the simulated data.

Models Used

There ,%ere three programs writtcn or modified to generate the required simulated data

for this research. A model written in Simulation Language for Alternative Modeling

(SLAM) 133: ix is used to generate the attacking warheads and models written in

FORTRAN are used to predict impact points and estimate damage in the target area. Each

of these programs wvill be discussed in some detail. The purpose of each simulation model

mwill be explained followed by a discussion of the data needed to support that model.

FinalIy, evidence of each model's validity will be presented.

Attack Simulation Model. The first simulation model that v,ill be discussed is

the model used to genzrate the attack. SIMATTACK.SLAM ,,,as wvritten in SLAM and is

called from a FORTRAN main prograin, SIMATTACK.OR. The listing of the source

,.ode for this model is located in Appendix E. The model was written using SLAM because

of the need to have the missiles take off at different times and the desire to have the attack

randomly select targets at which to aim. SLAM incorporates both desired features rather

easily as demonstrated by the fact that the code required to gcinerate the attack is barely 100

lines long [33: 73-741.

Purpose. This simulation model is used to create the aLtacking warheads.

()ne the attack is "Ilaunclied," the wvarheads cal be simulated in fiili t to\ ard the target

area. The launch of the attack can be made to oce ur from any place in the Soviet Union and
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consists of any number of weapons. A sample attack is contained in Appendix B. The

model generates a data file which contains a reentry vehicle number (1 through size of the

attack), latitude and longitude of the launch site, latitude and longitude of the intended

target, relative time of launch in seconds, target class attacked ( 1 through 4), and the target

identification code.

Data Needed to Support Model. There are several parameters which can

be changed to alter the nature of the attack. First of all, the total number of weapons can be

altered by changing the number of entities created in the network. The relative time

bet\een launches can also be changed at the CREATE node. In the particular attack shown

in Appendix B, an SS- 18 s as launched from Omsk wk ith 9 independently targeted

warheads onboard. Simultaneously, a second missile was launched, an SS-19 from

Teyhovo with 6 independently targeted %k arheads. Each warhead (total of 15) was

assig-ned a different target in the target data base. The target data base is in a file called

REALTGT.DAT and is read into the attack generation model. The model as written allows

a great deal of flexibility in choosing the size of the attack and the origination of the attack.

By changing parameters in the SIMATTACK.SLAM portion of the model, a different set

of targets could be attacked. Changing the values in the ACT arcs after the first two GOON

nodes affects the nature of the attack. The attack can be made more heavily counterforce

than countervalue or a total decapitation attack can be attempted. These attacks would be

selected by changing the proportion of each class of targets attacked. The model allows

testing of all the parameters of interest under the experimental design.

Evidence of Validitv. The model was validated by chaiging various

parameters and examining the results. In all cases the model returns reasonable data. By

refening to Appendix B it can be seen that targets from all four target classes are attacked

under the uniform attack plan. It can also be seen that targets are selected at random

ranging from 5, Bakersfield, all the way to the one of the last targets in the file, 141, tile
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Ground Wave Emcrgency Net (G\VI'N) input node at March A I13 t> c, I)lpariIg the

selected taret number, its latitude, and longitude to the data in the target basc in Appcndix

A the integrity of the attack is alidatcd. The nu)dcl is ac,.cptcd as pr )d ucLgn ' .alid attack

data.

Trajectory Simulation Model. Once an attack has been launched, the missiles

\, ill eventually be detected and tracked by BMI-WS. The trajector> simulation model called

TSP performs this simulated detection and tracking by the griund- hascd radar systems.

The model is written in I:ORTRIAN and v as adapted from a nt dcl ,htai ncd from the

Foreign Technology Di ision (fID) at Wriht- Patterson A1B Oh1io. The program was

written by FID to generate the launch parameters of a So iet ICB NI launched against any

target in the world 127; 251. The model, as part of its calcU I'lat ions, updates the reentry

vehicle's position and velocity at each step (time) interval. Since knov ing a reentry

vehicle's position and s elocitv are all that is needed to simulate its flight, the program can

be modified to "track" the reentry vehicle from detection point to impact. A listing of the

adapted source code for the trajectory simulation model TSP is contained in Appendix F.

Purpose. As alluded to, this simulation model was needed to take the

launched reentry vehicles and "'fly'" them to a point at wlich the, could be detected by the

radar system and tracked to impact. The main function performed by this progran after it

was modified is that at any point in time, given the reentry vehicle's position and velocity in

a three axes coordinate system, an impact point can be predicled. This feature of the

model is its main purpose. WithLIout the ability to predict impact p) nts in the area of

interest, the research could not have been completed. A sample of this model's output is

contairied in Appendix C.

)ata Needed to Support \lodel. The attack data cintaincd in

TFI'ACKDATA.DAT is read into the model and uscd to di ,e tle sl mIu lat it )]. Eac.h IrCCnt-\

,chicle is taken and "'flown'' from its launch point to its inpac.t point. At approximatcly
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Y~ )() ',Conljs (15 lmilutcs I priorito imlpact. the reentry vehicle is detectecd bN the radatr inl

sratin 1. \IRl (for unIcrtaint\ ). Tlhcre IS a one standaLrd deviationl of' 15 seconds onI

tlhe dee timen. After the rcentrv hil is detcted, its position and s cloc it\ ar-c

n~anrdby the raidar. Due to radar1 ina1ccuraIcies, anl inexact readi n-~i obtaied for the

ch!ic es Six paramelitcrs (X, Y, Z. V\, , V'). The priicrall theni comilputes anl impact

po\it hased oil1 Ithe flIcastired posit ionI anid ' vlocit v which is u ncertai n. This

comptaton \ il >icidan ncetai imact poinlt. ThIis preCdicted impact poinltalong' wth

hcr:Ice\ ant dat"a is then \ ritten to ale called INIPEIST.DAT\,\ich wvill be used by

crmodel to c alelLI, ate prdicted tame I't da.me . A siplc of lIMPLST.DAT is

ci 'n~ined inl Appendix G. T[he model theni ri-Cterate[s throughI"! the c111ire process acain for

ech of- the ic main inc reen try ,clc cs inl A'TAC KDLAiADAT.

TFhe mo1del hals sc\ eral pairameters x hichcn be ' arled. The ira ist imlportanit

parame niters aie those deal in.- i, th1 the aIcurac: sOf the rddar i nc that is a main Iinterest of

the reac.The radar accurac\ is chai ed by altering, the one staud~ird deviation ",aluies

fOr the six parameters associaited v kith the rccntrs . clil c's position and % clocity. Another

set of Iparameters canl be changed to N icl'i differenCit missile acriELssentially the Same

six prameters are alffected but1 the errlor due to rccntrs s clce's 1 ilht is introduced at

different parts of the inodel than '\ here the radar unMcrtainlty IS inltroduced. Radar

inaUccuracy and reentry vehicle flighit perturbation are the only sources of uncertainty v~hich

aiffect predicted impact points.

E'ideiice of X'alidih . A cat deal Of teStinl' as doneC to enIsure mlodel

validiy. It was recocuized. that bad data at thi1S p)oint wNould seveix. lv damace the research

procress and overall validity. After extensive teshin-, the model kas accepted as prodLuciuc

valid results. There we re three areas of concern v\xIich required extenisive validation effort.
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Tl;.ce three areas we..re thatr:

IThe mdel would produce impact points which cOn\ CI"C to the act a:l it tcndcd
tareet location. As the reentry v'ehicle gets closer to the earth, the Cffect of the crr )r
in the radar's measurement is not as pronounced because the distances in ol% ed are
much smaller. It would seem reasonable that the predicted miss distance would
become shorter over time beca,se the location and destination of the ieentry vchicle
would become more certain over time.

2. The model predicts impact points which are removed from the intended impact
point by a "reasonable" distance. I low realistic are the predicted impact points?

3. Given "perfect information" which would be error-free rad.ir measurement, the
predicted impact point is consistent with the missile CEP. This checks the cap-
ability of the tra0ectory simulation program to correctly "Tly'' the warhead to its
targct.

I ),!a ! iI1 be prse in each'l area 10J(cocCr to supporl th1C asctl on that thOe mode] is

ad. The data presented is for the baseline radar accuracy which is state-of-the-art 19S7.

The first area of concern was alle iated with plots of the predicted impact points over

time. Figure 3.1 shows "'time to impact" plotted against 'latitude." The "x I" near the

intersection of the two axes is the intended target's latitude. As you can see from Figure

3. 1, the variation in the predicted impact points decreases as the reenu'y vehicle gets closer

to impact. Time moves from a higher value to a lower value because time is taken to be

"time before impact." The "closing megaphone" is indicative of a non-constant decreasing

variance 1291. The data shown is for one warhead tnder one attack scenario but it is

indicative of all of the predicted impact point data. The figure illustrates the intitial variance

is between 20 to 35 kilometers but as the warhead gets closer the variance decreases to a

tc\ hundred meters until finally it becomes the weapon's CEP. Once warheads have

st.rted detonating and the attack warning SysteIll starts performinig damage assessment,

n :ent will be easier to) dclermine. The problem with waiting untd warheads have detonated

is that the liniited attack co uId prcent U.S. retaliation especially if the attack was against

1'S. cnmmand and control ()r its uP I italY communications. Figure 3.2 shows sunilar

rc, :, Fi)m the dt'l presentcd, the modcl appears to be cenerating valid data wita

rerd' to the first concern.
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The second area of conc In : as alleviated through the l'uing test. Ihe lTuring test is

essentially a validation test where the generated data, interspersed with real data, is given to

an expert If the expert cannot tell the difference between the generated data and the real

dtta, then the simulation model , hich produced the generated data is considered valid [3:

401. A range of miss distances from the predicted impac points of the model were given

to a mis1sile warning officer . ho validated them as "'consistent" with what the current radar

a1d missi le wyarning s,,stell woiild produce 1301.

The last area of conc'ern w-s a lleiatCd thrYoueh a simple test of reasonableness. The

inordcl. with perfect radar mcasrenicut, wvas run one hundred times and the impact point

data collected. The warhead was tracked until it impacted the ground and the miss distance

from the closest target was measured. Out of one hundred trials, roughly one-half (48) of

the warheads impacted within the missile's CEP (300 meters). Therefore, the model is

accepted as producing valid data w ith respect to testing its ability to -11N" the reentry vehicle

to the tageet.

Nuclear F.Cfects Model. The last model takes the predicted impact points and

,.c, nlates a level of damage for c~cry target in the data base. This model, like TSP, is also

written in FORTRAN. The program is called NUCLEAREFFECTS and runs on a VAX

11/780. The program was written using algorithns supplied by Captain Michael

Sabochick of the Nuclear Engineering Department at the Air Force Institute of Technology

(AITF). A listing of the source code is contained in Appcndix 1 .

Purpose. This mdlcl reads in the file IMIP-ST.I)AT ' hich contains the

predicted impact points of all the attacking kawahcads. The program then takes each

predicted impact point and calculates the damage to each and evcry target in the target data

base. The damage calculatcd in the model is due to t o nuclear effec ts, blast overpressure

and thermal radiation. The damage due to each effect is then converted to a probability of

kill, Pk by using equations 2.1, 2.2, and 2.3. The Pk is found for each effect and then
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at ALIT 1371. The results from these algorithms have been validated during two quarters of

nuclear survivability courses from 31 March 1986 to 11 July 1986. An inspection of the

data in Appendix D shows the results to be reasonable.

As the range increases bet\ cen the target and the impact point, the Pk generally

decreases. This inverse relationship generally exists because the nuclear effects diminish as

the reciprocal of Rarge2. I lowever, this relationship is not an absolute because of a

phenomenon associated with the thermal effects. There is a time la- involved with thermal

effects. The maximum thermal radiation value does not occur at the same range as the

maximum blast overpressure value 1381. This explains the apparent anomalies in the data

wk hen the Pk does not always decrease with the rane. This anomaly is small and

insignificant in determining the overall probability of kill.

Another proof of model validity is a coiparlison of the calculatcd ovcrpressure values

with predicted values. The model results s\ crc compared with figures 3.73a, b, and c of

Tthc 1/a'Ccts ofuclcar Weacpons. There was good agreement between calculated results

from the model and predicted results from the nuclear effects tables 11 81. The model is

accepted as providing valid data.

vrview of Using Model Results to Determine Intent

The volume of data generated by the three previously discussed models are of little

value without a methodology to take that data and from it dctcrmin, iIntcnt. Chapter IV \ill

discuss the development of the inCtlhodolo.' to combinie the calcu iiiated dan1a1e with intent

determination. The methodology determines how the estimates )f intent are changci n o\c r

time as the data becomes more certain.

Figure 3.3 shows each of the data files %k hich are used '11 d he.: h tl.,e tia ce

n, dCls preCinusly discussed. As is shOW n in the liauIc. th1C d.ita %, \ c.1, 1 T, ,I'1

is used to drive the ncxt modcl in scliCIIce unt11 il l]l It 1-1: ,i 11Ci C1
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probability of kill information for each target from each warhead at 30 second increments.

This last data file is then used by the methodology to generate results for the research

objectives.

~REALTGT.DAT

(Actual target locations)

ATTACKDATA.DAT IMPESTDAT

(Produces attack data) (Impact point data)
SIMATTACK.SLAM ......... TSP.FOR

Simulates attack) (Predicts impact ot-s

PSTEST.SAS

(Prob of K iI Data)

CHARATTACK.F
RESULTS .4Bayesian Analysis :::.::.: NUCLEAREFFECTS

------------ Ectimrates Da,--:--\

Figure 3.3 Data Flow

Chapter IV will contain the methodology development, a description of the test

hypotheses and conditions, and the plan for meeting each research sub-objectivc. The

theoretical foundation for the methodology will be presented along v, ith how the data from

the models will be used to generate intent estimates. Each test h) pthesis will be stated

along with the conditions of the test to include the expected results. Finally, the chapter

\%i!I conclude with a discussion of the experimental design used Lo support each of the

research objectives.

3-15



IV. MCllodology

Overview

This chapter contains a thorough discussion of the methodology chosen to meet the

research objective. The chapter begins by first reviewving some of the michodologies which

could have been used to solve the intent determination problem. Each methodology will be

examined for its features and evaluated for its applicability to the problem of interest. The

reasons for eventually rejecting the methodologies not chosen for problem solution will be

discussed. After all non-selected methodologies have been examined, the chosen

methodology will be introduced. The theoretical baisis for selecting l3avcsian analysis as

the methodology for problem solution v, ill be developed. Plist ucs of 13aycsian analysis in

solving problems will be reviewed as support for selecting B i' esian anaL sis as the

methodology for this research. Then the mechanics of using Ba esian analysis will be

illustrated with a detailed example using some of the generated data from the research. The

last part of the chapter discusses the test hypotheses and conditions for answering each of

the research objectives as part of the experimental design for conducting the research.

Methodologies Investigated

There were three general methodologies or approachcs wvhich v~ re investigated for

their applicability in deterinining the intent of a limited nuclear attack. The first two

mcthodologels khlich A ill be discussed in this section aie the ocs .w hich v crc not chosen

to solve the problem. These gencral ncthodologics or approaches aic cluster analysis and

discriminant analysis. 13 ith of these methodologies will be rc icwvcd for their applicabilit

and then shown why they ,v ec rejcctcd. The methodology \% hich % as chosen, Bayesian
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analysis, will be discussed last. Since Bayesian analysis is the methodology used to solve

the problem of this research it will be examined more thoroughly than the other two

methodologies.

The problem of determining intent from a limited nuclear attack involves pattern

cecognition. It is ultimately CINC NORAD's responsibility to 'recognize" the type of

attack occurring from the indications being received at the missile warning center. He must

then relay this information to the National Command Authority wkith as much confidence as

possible. Attack pattern recognition is currently made more difficult because the data is not

presented in an appropriate format and because no attempt is made to deconflict or resolve

the indiv, idual warheads onto their intended targets. The current system simply does not

support attack pattern recognition.

Pattern recognition involves two goals. The first goal is "separating distinct sets of

objects" and the second is to "allocate new items to pre). iously defined groups." [35: 91

Deconflicting or allocating warheads to a specific target as their intended target is an

example of the second goal. The pro,, iously defined groups are the four classes of targets

and the new items are the indi\ idual attacking reentry vehicles. The first goal has been

referred to in the literature as "discrimination" and the second as "classification." The

muhivariate analysis technique of discriminant analysis is used to "discriminate" sets of

objects from one another. One of the available classification tecliques is cluster analysis.

For these reasons, cluster analysis and discriminant analysis were investigated as possible

methodologies for solving the research problem. One usually thinks of "discriminating"

things from one another before an attempt is made to classify new objects. Ah1hough the

logical order of discussion would be discriminant analysis befo'e cluster analysis, the order

of disclssionI will be reversed here since cluster analysis was the first problem solving

methodology attempted during the researchIi.
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Cluster Analksis. "The most commonly used term for the class of procedures

that seek to separate the component data into g\o)ups is cluster analysis." 115: 1571 One of

these procedures is the "single linkage or nearest-neighbor iiethod." 1 15: 168] This

method was recommended by Lt. Col. Lawhern as a possible methodology for solving the

research problem 1261. Other possible cluster analysis procedures such as average link and

\Ward's Error Sum of Squares method also looked promising.

Features. Nearest-Neighbor and the other methods have as a main feature the

property of grouping things together based on some type of measure between the

prospective objects of a group. In the case of nearest-neighbor the measure is minimum

distance. The method begins by first finding the two objects with the shortest distance

bet, een them and then grouping the tw(o objects together as the first cluster. At the next

stage, either a third object joins that cluster because of its proximity to it or two distinct

obiects will cluster together to form a second cluster. This process continues until all

objects have joined a single cluster 115: 16SI. Distinct clusters can be obtained by selecting

some distance as the stopping point for clustering objects together.

The way this procedure , ould m, ork for the limited nuclear attack scenario is that first

all of the targets would form clusters and then the warhead's predicted impact points would

be made to join a cluster based on the minimum distance criteria. \Varheads then would be

considered as having attacked the cluster to w. hich it is a member and therefore the targets in

that cluster would be considered the intended targets. This mcthodlogy is feasible given

the data which is currently being generatcd. Unfortunately, the cluster analysis approach

tails to solve the research problem for three reasons.

Reasons for Rjcction. First, cluster analysis asst lies no a priori number

(,I gr .In the problcm area of this lesearc h, the number of groups has been

prckIcticrinined by the military command structure. In the geographical area of interest,

there are four defined groups (cityindustrial, other military, stralcgic military, and C3).
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The problem of attack pattern recognition requires that the warheads be "assigned" to one

of thcse four target classes. The nearest-neighbor procedure which allows the targets to

"naturally" cluster together would certainly not yield only four clusters in an area containing

14S targets. This result would then rCquire some manipulation to make the nearest-

neighbor procedure useful as a classification tool given the problem environment.

Another reason the cluster analysis method is unsuitable is because the procedure

uses distance as a criteria for grouping. During the early stages of the research it was

thought that the ,%arheads could be classified or assigned to a target based on a minimum

distance criteria. Then it , as discovered that the damage that each target would experience

due to a nearby detonating w arhead is dependent on distance but that the dependence is nt-

the same for all classes of targets. Cities and industrial targets would be damaged more

than a hardened strategic taroet if a warlhead were to detonate the same distance away from

both targets. Probability' of damage could have been used as the "measure" of distance but

this technique would have required a great deal of manipulation. In addition, the other

problems with using cluster analysis as a solution methodology would still exist.

Finally, the last rea,on cluster analysis is not appropriate as a solution methodology is

that because of the mix of targets in the area of interest, all the targets in a particular cluster

might not be of the same class. This fact means that some additional technique would need

to be used to determine which in the cluster of targets was the actual intended target and

target class. This result comes back to the original problem!

Therefore, for the three reasons just discussed, cluster analysis was determined not to

be suited for solving the problem of interest. The nature of determining the intent of a

limited nuclear attack is a classification problem of sorts but the traditional methods of

classification will not work in the problem environment. The next approach which was

attempted as a solution methodology was discriminant analysis. This technique like cluster

analysis comes from the field of multivariate analysis. Tihe next two sections discuss the
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features of discrinminant analysis and the reasons for its rejection as the solution

methodology.

Discriminant Analysis. The first goal of pattern recognition is to separate distinct

sets of objects from one another by finding some characteristic of the objects which can be

used to separate them. This goal can be achieved by finding a discriminant function which

does a "good" job at distinguishing between objects in different groups. Discriminant

analysis seemed like a reasonable methodology to employ after the use of cluster analysis

proved fruitless. It was thought that certain parameters of the attacking reentry vehicles

could be identified and then be used to build a discriminant function. This function would

then be used to classify each warhead as being "assigned against" a particular target and

consequently a class of targets. The next two sections discuss some specific features of

discriminant analysis and the reasons why this approach, like cluster analysis, failed to be

appropriate for determining the intent of a limited nuclear attack.

Features. By definition, "Discriminant analysis is a statistical technique for

classifying individuals or objects into mutually exclusive and exhaustive groups on the

basis of a set of independent variables." 115: 3601 It works by "deriving linear

combinations of the independent variables that will discriminate between the a priori

defined groups in such a way that the misclassification error rates are minimized [15: 3601

From the definition and the explanation of how discriminant analysis works the method

seemed to be applicable to the research problem. The groups or classes of targets are

defined a priori and each warhead will be assigned to one and only one group making the

groups mutually exclusive and exhaustive. The measure of effectiveness (MOE) chosen

for the research is the percentage of targets correctly classified. By maximizing this

quantity, the misclassification error rate will be minimized because they are complementaiy.

lvervthing thus far seemed to support the use of discriminant analysis as the solution
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methodology. Other features of discrimiant analysis will nowv be discussed with respect

to using this method to solve the research question.

Discriminant analysis can be viewed as a simple 'scoring system " s hich assigns to

each individual or object (in this case the warheads) a score which is a weighted average of

the object's values on the set of independent variables 115: 3611. The complicating factor

in this problem environment is that with multiple groups (in this case four) "Iultiple

discriminiant anal3ysis must be used. Multiple discriminant analysis has the same goal as the

two-group discriminant analysis in that a function is desired which will maximize the ratio

of between-groups variance to within-groups variance.

Unfortunately, with more tban two groups, a single discriminant function may not be

satisfactory in distinguishing the groups. This factor would then require that up to K- I

discriminant functions be developed for properly discriminating between the attacking

warheads I15: 394-395. The result of needing more than one function adds to the

computational complexity of the problem but the methodology could have still been used to

solve the problem. Eventually two reasons surfaced which were responsible for rejecting

discriminant analysis as the solution methodology. These reasons are discussed in the next

section.

Reasons for Rejection. There are only three pare.,mcters of the reentry

vehicles which can be measured by the ground-based radar warning systems. These three

parameters are range, azimuth, and elevation. Knowing these three parameters and how

they are changing allows the warhead's position and velocity in a 3-axis coordinate system

to be determined. From this information, not only can the I- 3sition and velocity of each

warhead be determined but an estimate can be made of its impact point.

In the early phases of the research it was thought that the values of the warheads in

the six predictor variables (X, Y, Z' V", Vy, V,) could be used to build the necessary

discriminant functions. Up to three functions would be possible usin tihe rule that with K
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groups and p predictor variables, rin(p, K - 1) discriminant functions exist. These

discriminant functions would then be used to classify new observations (warheads) into a

specific group (target class). The problem with this approach is that the six predictor

variables essentially interact to produce a seventh variable which is really the variable of

interest, miss distance as measured from the predicted impact point to the intended target.

Regardless of how the problem was viewed, measurement of the warhead position

and velocity became unimportant when miss distance was considered. It is the distance

from the predicted impact point to every potential target in the area plus a consideration of

the target hardness as specified by the target classes which determines tie damage on each

target. The damage on the target is the only real measure of what target is actually intended

by a particular warhead. This point is crucial to the research effort. There is no other

empirical evidence other than expected damage that will be available which will specify the

Soviet's intent with respect to each individual warhead.

Since damage is a function of miss distance but dependent on the target class, using

the six predictor variables as a basis for discriminant functions is inappropriate. The

second reason for rejecting this methodology for problem solution is that there is no reason

to suspect that the targets are clustered by type along any dimension which could be used to

distinguish among the groups. Due to the random nature in which the four classes of

targets are distributed, it would be an impossible task to find a dimension which would

discriminate among the classes of targets. The within-groups variance is large and the

between-groups variance is very small because of the way the targCts are distributed in the

target data base. This condition is in contrast to the goal of discriminant analysis vhich

attempts to maximize the between-group variance to the witnin-group variance. Then, even

ifa dimension could be found lich discriminated the targets into their four classes,

attempting to classify the warhead into one of these classes would be v'ery difficult. There

simply would not be cnough variation in the distributions of the classes along the
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discriminant axes to adequately allow discIminant analysis to "assign- tile warhead to one

of the classes.

Therefore, for the two reasons just discussed, discriminant analysis is inappropriate

for distinguishing the warheads from one another and consequently for making a

classification to a target class. This result means that discriminant analysis is unsuitable for

determining the intent of a limited nuclear attack. lIowever, the findings under this

methodology can be used to identify the appropriate methodology. The clue to the correct

methodology to use is in the properties of the predicted impact points. The location of a

predicted impact point at one time is independent of the location at some later time but there

is "information" in each predicted impact point. Over time, as the warhead gets closer to

the earth, the variance in the predicted impact points decreases because the accuracy of the

radar predictions improves as the objects get closer to the earth. This improvement in

accuracy is due to the fact that since the warhead is closer to its impact point, there is less

time and distance for error to be introduced. This decreasing variance is illustrated in

Figures 3.1 and 3.2. This property of the impact points means that over time, the impact

points will tend to center around and ev Cntually converge to the actual target. By adopting

a methodology that will combine together information from the various impact points, an

estimate can be made about the actual intended target of a particular reentry vehicle. The

methodology which uses prior information to combine v, ith current information to give a

better estimate of the true state of nature is BaN esian analysis.

Determining Intent Using Bayesian AnaI sis. By definition,"Bayesian

analysis is concerned with the basic problem of assessing some underlying 'state of nature'

that is in some way uncertain." 13 1: I1 Baycsian analysis assesses the uncertain state of

nature in a very simple , ay. Consider the situation where there is a mutually exclusive and

cxhalusti,.e set of cntfs which are possible. It is known in advance that one and only one

(f these evntls will occur but which specific one will occur is uncertain. Bayesian analysis
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begins by assigning prior probabilities to the likeliness of each event occurring. Then as

additional information is obtained, these initial probabilites are updated with the new

information by application of Bayces' Theorem. The revised probabilites are known as

posterior probabilites and have explicitly taken into account the prior information [31: 1-21.

Bayesian analysis could be applied to the research problem in the following way.

The existing set of exclusive and exhaustive outcomes is the proportion of the attack which

is against each of the four target classes in the area of interest. A prior probability could be

assigned to each possible outcome estimating the likeliness that the attack was launched

against that specific class of targets in some certain proportion. These prior probabilites

could be assigned "equally." This situation would mean that there is no reason to suspect

that one type of attack (countcrforce, countervalue, or decapitation) would be selected by

the Soviets over another. This is analogous to saying the Soviets arbitrarily selected targets

from the target list and launched their attack in a random manner.

In contrast, the probability could be sulbjectively assigned and weighted towards a set

of classes based on the current %%orld situation and the U.S. leadership's perception of

So, ict stratecy. Then as information 11 receivcd during the attack from sensor readings,

this new information could be combined with the prior probabilities using Bayes' Theorem

to cenerate revised probabilities. This procedure could be repeated each time as new sensor

readings are received. Approxima:cly every thirty seconds as new impact points are pre-

dicted and new estimates of expected damage are made, an algor thin could generate new

posterior probabilities. With each cycle through the algorithm, the posterior probabilities at

time, t become the prior probabilities for time, t + 1. It is asserted that due to the nature of

the sensor data, it becoming more accurate over time, that the posterior probabilities would

approach as a limit the 'true" proportions of each target class being attacked.

At every thirtv second increment, each reentry vehicle 's assigned as attacking a class

1, 2, 3, or 4 target based on the relative damage caused by its predicted impact point. The

4-9



danui-e to cach target in the entireC tr-c base is calculatcd and the target receiving the most

damage is chosen as the target and consequently the targct class under attack. It should be

remembered that the damage2 calculation is not based simply on distance from the predicted

impact point to the target. The other variable affecting damage expectancy is the hardness

of the target. It is recognized that choosing the target receiving the most damage in the area

as the intended target ignores some important considerations. If two targets from two

different target classes are very close together, it is highly likely due to the inaccuracy of the

radar that there will be a higher degree of misclassification than when the targets are far

apart. This matter will be dealt with later in the chapter.

The target class estimates for all of the warheads are combined to give an aggregated
estimate of the number of targets from each class that are under attack. This aggregation of

data is represented in Figure 4. 1. The proportion of each target class being attacked is then

used as an empirical measure to indicate intent. There will be an estimate of tlese

proportions for each new set of sensor readings and impact point predictions taken over

time. These estimates will be considered to be independent across the observations and

therefore statistics can be used to generate a point estimate of the proportions with

confidcnce intcrvals around those point estimates. This procedure "ill result in a table of

information such as shown in Table 3.1. CINC NORAD can then use this table of

information to draw conclusions about Soviet intent. The inferences he draws from this

table of information will be based on the "patterns" that he recognizes in the data. This

intfrmation vith his recommendation for appropriate action could be passed to the National

(',,Tliand Authority as soon as he made his assessments of the situation. This summarizes

the aipproach of the research methodology.
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p151151 ii24: 11nt1 2c22 I Ciii clt\iknu11CIlt 1i11c~ ti probabilities

>)be tie AIV-,c ,' . p 'Wesl'oi oni (11 c the % 'ic\t Intent to 'ittai'k

c.!:h la of, tar,-cts . I. or iln:Ce, the L'.S. could bcl jeve bclforchaind that the Soviets

u~ededto ttak ct\ ndutril trgts kith 210%, of the attack, general military targcets wkith

IItI]eej n I av~ th 15 % an -1 criia comnmuand and contr-ol or Coinmun ication

! h: I :o )I- each class of taet.a sct of, prilor prohabil itics ex ist for each

p; "s~nie prop(1,tonl of tile iiiio=2k. Frthe rescr scnal of 15 ai-hacs, there vII be a

p;2 prk)l)bili11v for the aIttack colntan1In- 0) Ouit Of 15, 1 Out of' 1-5, 2 out of' 15-... aill tile

'A. oil I~ u of 1- IT I\arheds aacItln" a palltic L I'll afCiass. I Lachi ciass % 'll be at tacked will

a cc Ia t 1 r 4 of thle total w arheads. 'lThis tunkllo sItn LII'Ibcr (fwredatacInzec

,Canl be treaited ais a randoum %ar'ible. Bcause thereC are- ot ii\' 15 wredthle

I'hesd outcomeIC of Q equates to a pro)orIti1on, 0, 111 hCh rI rset I )IC!theII pr--oort Ion IOf' theI

11,attack hich is a specific. tale 'Mclass. The pirbelief' ifra i abut tile likelihood of

the S~io cits attacking- spcii lassCI' of'S taret Ll"M itlt rai pftVl o'f the attack IS

1,I( % 11 as, tile Plr pr Pl babiiitr. Itesc priku probabilities wIIl be updted1"L using I3,1%eS,

" IL&( I Vilt %% heni hscrvcd ]III( iri~Litlii Is obtalim.le. ITe updtetd ()If rc% ised infornilon 41re
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The posterior probabilities hae a 'c auL C-and-C fcIt i,: :.V:.:, a t, "cla 2:,1. .

the problem at hand, the "Bayesian question" ,%ould be :act1: IL : \\ I, ilc

intended proportion of the attack that is against c ity idustrial t c, I i'tc. t1; I t I :.,t

\\ arhads, of the attack vere observed to be against cits indusir:,d tl: < is _,:;d ltc r ,'c

12 \ arheads were assessed as being against the remaining classcs i t, c1Y. °lh \t I

sections show the step-by-step solution to this question. The solutliun to the question is

obtained through application of Bayes' Theorem.

Bayes' Theorem. Mathematically la,,es' Theorcm 121: 241 is showm n in

equation 4.1.

P(0i) P(x,yv0i)
P(Oixy) = P(x I) 14.1!

In \ords. Bases' Theorem states that: The probability for each possible proportion of the

attack being against city/industrial targets given that 3 warheads of the attack were

observed to be against city/industrial and the remaining 12 warheads against the other

classes is equal to the product of the prior probability for each possible proportion and the

likelihood that the observed value would be obtained given the attack was intended to be

that proportion of city/industrial all divided by the marginal distribution of observing the

sample, x = 3 and y = 12. The marginal distribution of the sample is really a normalizing

constant. It is obtained by summing all the joint distributions of the sample and O, where

Oi is all the possible values of 0 ( 16 different values, 0.000... 1.000) 121: 574-5751. The

marginal probability of observing a particular value X can be calculatcd easily from a table

of conditional probabilities of XI0 provided in Table 4.2. The marginal probability is

f'ound from Table 4.2 by sumnming the probabilities in the column corresponding to the

number of warheads assigned against the target class of interest. For this example, the

correct column is under x 3. It can be sho n matlcmatically that for any given finite
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pciete1a~esil estimate of the utikno~ 11 paramteter \ klll al~kas he 'siluded-

t, A I's the prior probability. As the sample size increases, the effect of- the prior

prob)ility on thle posterior probability decreases 124: 5661. The simplest \% ay to illi asha

the use of Bayes' Theorem is with an example.

Example. The following quantitative example is provided usine simulated

daita. The prior probabilities in Table 4.1 would be obtained for each class of targets.

These are thle subjective probabilities which would be assigned by the U.S. leadership.

The example presented is for the proportion of the attack against city, industrial targets. The

calculations for the other three target classes follow the same reasoninz.

TABLE 4.1 Pi ior Probabilities f-or City, Industrial

PROPORTION (0) PRIORS

0115 =0.0 0.0018
1/15 = 0.0667 0.0018
2/15 =0.1333 0.0018
3/15 =0.2 0.0018
4/15 =0.2667 0.0018
5/15 = 0.3333 0.00 18
6/15 = 0.4 0.05
7/15 =0.4667 0.15
8/15 = 0.5333 0.40
9115 =0.6 0.15
10/15 =0.6667 0.05
1115 0.7333 0.0018
12/15 0.8 0.0018
13,115 0.S667 0.0018
14/15=0.9333 0.0018
15115~ 1.000 0.0018

The likelihood probabilities are given in Table 4.2. Tlie .e probabilities are the

likelihood that the observed value %wld be obtained given a specific state of nature. In

(1tli1r words, thle likelihoods are Oihc conditional probailities of oban s a..sample x, given

the state of nature of' Oil5, 111 15, 2i15 ... 15,'IS warhecads intended against city/industrial
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argets. The conditional probabilities oi likelihoods are obtained by treating the process as

a draw with replacement from a set of possible outcomes where the outcome has two

possible values, success or failure.

For 15 warheads, there is a probability of obtaining 0, 1, 2, 3,...15 warheads from a

specific target class with the remaining warheads being assigned to one of the other three

classes given a probability of success on a single draw. From a sample of n draws, there

will be x -'successes- and y (calculated by 15 - x) "failures." This process is referred to as

a Bernoulli process because it is made up of a sequence of independent Bernoulli trials with

each trial having only two possible outcomes [2 1: 1291. Each warhead will either be

assessed as attacking a target in the target class of interest (cityindustrial in the example) or

assessed as being against a target from one of the other target classes. The number of

successes" will be the number of warheads assessed as attacking the class of interest and

can be represented as a random ' ariable X. The distribution of X has a bitumiial

distribution [2 1: 132 1. The probability density function for this distribution is presented in

equaition 4.2.

P(x) = (11) px (1 - p)flx w&here x =0,1,2,3,..n 14. 211

The following example shows the calculation for the conditional probability of the

sensor observing 3 warheads attacking the class of interest given the intended proportion of

the attack is 3 out of 15 or 0.2.

1)(3) 3-

4-15



7 7.r. ir~Jr ZCZ.Z 4N't

AAA L.J LA L

-7 -r. -r. - -,~z ( - --i=~ - -. - -tr r c ''

C'I -6i(

01 -rt z -

Crr-



The numbers ill the calclation1s Colle fi rm eqIution 4.2 and the fo)llowing data:

n 15
x 3
p =3,15 0.2
q 1 - p .
11- x 12

Lsing, the samne equation, the likelihood probabilities are calculated for all possible

outcomes across all possible proportions and shown in Table 4.2. From reading- the table,

one can see that there Is a .25() I probaibility' that the senISOrs would observe that 3

ci tcs industrial targets are unde1r alttack gi~ en that 3. 15 or 0.2 targets from Class I were

the intended targets of- the ait--,.tk

W\hat are the posrc: r lhK:<: lor eCh1 p ooio ~UOf the attack beinlz

against a specific target clas s ois ci that I %. aihc:ad s~ ,crc obsers ed as beino aizainlst

c its, Industrial tair-cts? Frnt 13,i as e Thcore nt, the fol los Ing Is clc ul ated using equation

4. 1. The posterior pr.Obablit\ IS found for each s alue of' 0 by multil\I Ing the prior fr'om

Taible 4. 1 by the aIppropriate conditional from Table 4.2 arid di idi n- by the mirrz na of X.

The mareinnal of' X is o %is e as the f Ullov, in11:

marginal - Y txo -3.v-~ 12- 0,) Po (0j)j v here l\;)0) Isillthc pior p~robability Of

0, being thle true State Of natuLre.

marginal (.0018)(0.0) + (,0018)(5S.8915 X 102), (.0018)(, 1937)
(.0018)(.2501 ) -(.001 8)(.2087) ,(.0018)(. 1299)

+(.05)(6.339 x 10-2) (.15)(2.449 x 10-2)

(.05)(2.537 x 10- 4 ) (.0018)(2.3206 x -5

(.001 8)(9.542 x 1()7) (.001 8)(9.348 x I0-9)
+(.0018)(2,853 x 10-12) ,(.0018)(0.0) -1.1-6 x 10-2
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Then

(.001I8 )((X0)
P (0 O.Oi x 3, y 12) .01 0 0.00mlarglinal-

P (0 =00671 12) (.0018)(5.8915 x 10.2) 9.174 x 103

P(0=.133 3 x-3, y 12) (.0018)(.1937) =3.016 x 10.2marginal

P (0-=, x3, y 12) _(.00181(.2501) _3g4xl_

P 0=.zina - 3.894 x 10-2

P (0 =.2667i x-3, v = 12) = (.0018)(2087) =3.2497x 10-2

P (0 = .33331 x=3, y = 12) (.0018)(.1299) 2 .023 x 10-2
margial

(.05)(6.339 x 10-2)
1)(0 =.4 x -3,y 12) mrina - .742 x 10'

P (0 =.4667 x=3, y = 12) (.15)(2.449 x 10-2) =.178x lo-margiUnal

(.40)(7.364 x 10-3 ) ,
P 10- .5333 x=3, y 12) marginal .48 x 10-

(. 15)(1).649 X i0-3 -2P (M -< .6 , x ',, 3, 12) -- r(i5/ 1 - 2.548 x 10-2

P (0 .6667 x: 3. 12) (.05)(2.537 x 10-4 ) 1.0973 x
marginal

1) -. 733 3, .. 12) (.0018)(2.3206x 10-5) - 3.613 x 10-6
marginal

P'(0 .8, x -3, v - 12) - (.0018)(9.542 x 10. 7 ) 0- 71'( 8 -y 1 marginaI = 1.486 X 10-

l'{ :- .8667 x-3, v y 12) - (.00181(9.34, x 10. 9 ) =. .456 x 10"
Imarginal

' (( .9333, x-3, 12) (.00146)(2.53x 1-12)

P 0x -12rgi)l 4.442 x 10-13

(.0018)(0.0P' -D ,O1 x- 3, y - 1) : 0.00

marginal
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The resulting estimate of posterior probabilities is obtained for the data at time, tl,.

This r-sult will be interpreted as meaning that given the expected damage as measured by

the sensors' predicted impact point and the damage model, there is a 0.0 probability that the

intended aaack consisted of no citvy'indIIstrial targets, .009174 probability that it consisted

of I intended city,'industrial target, .03016 that it consisted of 2 city, industrial targets,

.03894 that it consisted of 3 city, industrial targets .. .0.00 that it consisted of all (15 out of

I5) citN industrial targets. This result is an estimate at one point in time. Thirty seconds

later a new estimate will be obtained. E entually, at 6 minutes prior to impact, a point

estimate can be found for the proportion of the attack ,'hich is against city/industrial

targets.

The point estimate is gi,,cn b\ the expected value of the posterior probabilities. The

expected value is found by mulitpl) ing each posterior probability times its proportion (0)

and taking the summation o, er all % aluCs of 0. Confidence intervals are constructed around

Lhe expected value by choosing those salues of 0 near the expected value such that when

the posterior probabilities of the 01s are summed the result is equal to or greater than the

desired confidence level. The point estimates and confidence intervals for all of the classes

of targets can be calculated and presented as shown in Table 3. 1. Some sample output

from the methodology is presented in Table 4.3.

The following example showks the calculation of the cxpecte-d value for the output and

the determination of the confidence interval.

15

E(pi) W- > jP(0x,y) P)0 (0)1
i40
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Fip1 ) (0.00)(0.00) + (0.00)(0.0067) + (0.00)(0.1333) (0.00)(0.2000)
+ (0.00)(0.2667) + (5.01E-28)(0.3333) 1- (1.65E-16)(0.4000)
+ (9.21E-9)(0.4667) + (2.08E-3)(0.5333) + (0.459)(0.6000)
+ (0.539)(0.6667) + (1.80E-4)(0.7333) + (5.64E-10)(0.8000)
+ (3.74E-21)(0.8667) + (0.00130.9333) + (0.00)(1.000)

E(pi) 0- 0.636

'ABLE 4.3 Sample Posteriors

TIE NEW DISTRIBUTION FOR CITYINDUSTRIAL AT 6 MINUTES
..............................................................................................

0 Posterior Probability

.0000000E00 O.O0O0000E,00
6.66700011E-02 0.00000001"100
0.1333300 0.0000000E-00
0.2000000 0.0000001 100
0.2666700 0.0000000 E+ 00
0.3333333 5.00S57531 -28
0.4000000 1.647328 11- 16
0.4666700 9.20073491-09
0.5333300 2.0839S9IE-03
0.6000000 0.45SS318
0.6666700 0.5389044
0.7333300 1.797505413-04
0.8000000 5.64291781-- 10
0.8666700 3.73756633E-21
0.9333300 0.000000015+00
1.000000 0.00000001,100

The confidence interval around this expected value is foud by scmrnng tdhe poster1or

prohbbilities of the 0, around 0.636 until the desired confidence lc,.cl is reached (090 for

this rese:arch). For the example presented here, this confidence lce is reached by

summing the posterior probabilities for 0 = 0.6000 and 0 -- 0.6667 found in Table 4.3.

The sum of these two posterior probabilities yields 0.9977 . hich accounts for most of the

probability for 0. The resulting confidence intervals for all of the target classes are sho\n

in Table 4.4.
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TIABLE 4.4 Lxpcctcd Value and Confidence hntcrvals

AT 6 \INIJTES PRIOR TO ItPA'U' IFOLL .W IN(;TABLE 01:

RESULTS EXAST: (90§ CON FI 1D'NCE- LEVEL-)

Class Lower Expected Expected Uppcr

Bound (0) Value (0) Value ( X) Bound (9)

I CITY INDUSTRIAL 0.600 0.036 9 4.667
2 OTI ILR MIITARY 0.200 0,2(,4 30.204
3 STRATEGIC MILITARY 007 0.007 I 0067
4 CRITICAL CCC 0.132 0.132 2 0. 13P

Thcse estimates "W Wae a very small vauiance if tW LISMn bohn (I the taeeS are

such hat there is very little misclassificationoccurrin e. I Io~ eme. as mennioned ealicr.if

t%% o or moure tar,-,cts are very close together. the technique Af choosing the =taet si mpi

ib hMe greates amount of damage as the intended target % Aill tlte the p~ree ed

con i'ience in the estimate. In otherA~ords, the actua probakhi t f niiclass fmig a

"~ ahead my be hiegher than indicated by the results meaning that the MIOE is sligehtly lower

tha-n the reported valuci.

A not her prob lem in wid tlte estimates of 0 for the four tagtclases as presented in

I able- 4.4 is that the values of U are not indepenldent aniong, the four classes. By teti

the process as bAinmial and measuring the sample as a coinbi nation ()f X. thle numlber of

kwarheads attacking tar gets from the class of interest anld Y aill o)therl s alhcads, the estinuitcs

of'0 end up beingz slieghtly higher than they are in real ity. 'I is facti is illustrated by

examining the expected valueCs Of 0 in Tabe144 across the fou, c ass of tare-ets. Thle sumn

of te expected values of40 is ILang which is of Course impossible. The expvcted value" of

0 should SUmn to 1.000.
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d ndncanlimng the amelis of 0 aion'" the tour Cldsscs. iAIU,1I \ threeC (It tile values (11

0 are Hidep-endent and the fNuitII is dctermiincd. This prk blei couLld be aillce'.1ted 1bN

treating the prc~cess as, a nlu I I I n mI'll or by fi ndi ng the con-el at ion atm ngl thle valuecs of' 0.

In either case the results '.% IIl not chanc the expected values by much. In all the runs

attemped (approximately 00). the sum of- the alues of 0 across the four tagtclasses never

exceeded 1.05. This result iplies the dependenice among the four target classes is small.

Even '.% ith tis slI iht dpde.thle aIctUal expected v aluies Of 6 Will alwxays be wvithin thle

repor,)Ited confidecle in~tervalIS and thle expected value of X wkIll nes er changle. For these

reCasonis refilnne the calat11iion ofI the, cxp~ccted values of 0 wkas left as an objective for

future resechv. I loss ever, there are problems .11ih the methodology that do need to be

deal1t ' i~h in tis research effortI.

Potential Problems \%ithI the Met hodology'. This possibility of getting a

uhrpercenltace- of tar1CtS cooetvN claJssified thanl alpropriate for thle dt nes ob

exained f urther. Re'.c \ ie'. fr a tmmcnt the mecthodology as proposed. The radar sensors

mesethle polN i in of thle r-e n rN '.,1 cacI . i Some un1cer-tain ty and from this measured

s))it ion the predicted impact P)Hintsac ale eILLlated. TheCsL im-Ipact points are therefore

estimaItes of s here tile ox arhead wIll detonate In an area. The methodolog'y then takes these

preicCIted im1pact I-0nS n '.eLI~C il ocry targect Ii the area based on a

nnclear efcts, and damage expectancy model. The estimates of ddtmage to all of the taroets

n the data base are compared and sorted for tile lar-Cest vaIlue of probability of damage.

The f'proised mehddc he select,, this taruct and the aSsocIated target class as thle

Intended tr-ct claiss f4 the s.ahd.This procedure IS repeaIted- for1 all fifteen warhea"ds Inl

tl~e aittaick. The number1s 'alied *assi gned' to echW~ ltarct clatss are su-med and ulsed

b\ the 13a \cSIanI pn &c;SSor v- t~io(ii () thle methodologyw to estima'te tile proportion of thle
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a: ack , hich is intendCd ginst each target class. On the surlace this approach scens

sound but a potentially critical problem exists with the methodology.

Implicit in the methodology is the assumption that the target receiving the most

damage is the intended target of the warhead. This assumption then leads to the

assumption that the estimated "Intended" target is a member of the "intended" target class.

But consider what might happen if the radar information was inaccurate to the degree that

the predicted impact point fell near a target that was in the area but was not the intended

target. In other words, the intended target and target class of the warhead was actually

some other target and target class in the area.

1

2

1 3

Predicted
X Impact

Point

2

lii re 4.2 Intended Target Uncertain ty

Fieurc 4.2 illustrates the unccrtainty w! hich could be present. The shadcd area represents

the area of unceitainty due the iae,:racy of the radar. The numerals 1. 2, and 3 represent

target from those respective target classes. The piedicted impact point occ'urs at the

crntroid (f the ellipse but in actuality, the warhCad could lid am k lcrc in the shaded acra

Which tir-Ct in the airea is the intcIdcd target? In rcality it Co.,ld be am (f thle tarcts w ih
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necarly equnal probabilt WiT, Nhat would a v arhead pr-cdictcd to land InI anl area Such as thle

oneC In Figure 4.2 Imply about intent Ihcn compared to one landing i an area as shown in

4.3K

3

Predicted
X Impact

Point

3

3

igu~re 4.3 Uncertainty \vith Tm plication

I :Zc7'Ul 4.3., the in1tended: ,t-Ct Va OId ippcar to be one of' hle irge ts belonging- to Class

*'. stratc-ic mnilitarv taree!ts. The tarocts from class 1, cities, w Ill rce ive collateral dama-e

khic:h may be si,-l):n but thc crc probably not thle intendedcc tar-ets. The cturrent

al onui m ml cl ass t the w arheadl as bei n intended for a cl ass 1 target inFigure 4.2

Itd a-Liss 31 tareeCt In i ue4.3 but no ailo~kanCe is Inade for thle possibiity that thle

iintenided tar-ct inl both situations, Tuh h~ beenl a class 3 target. This potentially

milsleadling Intormation P, then use:d b\ the lBa\ es an proc:essor inI the methodolo .\ Now

consider how. Ba.es' Fhcori Is tiaclikonallr applied.

Baves' Tlac( nen as aipplicdl in a tr~ o.lseae ssue pectI sampling"

inIlformatilonl. Cons"ider- thle classic.al -halls In all urn1 problem. Ini that problem.l anl urn1 Is

knIown to Contain a ixture ot- ercnnd rcd baills and it is also kno. n that thle balls canl
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onl1 exist in a finite number of proportions to one another (31 151. For (1he sake oi

example assume there are fifty balls total and that there are four possible mixtures, 10 grecn

and 40 red, 20 green and 30 red, 25 green and 25 red, or 40 green and 10 red. Now

consider how Bayes' Theorem is applied to determine the actual mixture of balls in the urn.

Samples are drawn from the urn and used to update the prior probabilities of each mixture

of balls occurring. If a sample of five balls are drawn which contains 4 green balls and I

red ball, then the resulting probabilities obtained after applying Bayes' Theorem will be

shifted toward the mixture of 40 grecn a nd 10 red balls. This procedure works because

based on the sample, the person estimating the "true- mixture of balls in the urn feels that

the urn probably contains more green balls than red balls. This belief in the mixture of

balls in the urn would become stronger if over time several samples were drawn v, ith each

sample containing more green balls than red ones. In this example, the person sampling

the balls from the urn had total con fidcn,.e in hi,, sampled information because he could

easil tell if he had daw n a green ball or a red ball fiom the urn. But what would be the

CTect on the results if the c Olor of some of the balls crc unknown even after they were

d ra l.

The effect of uncertainty in the color of th saniplcd balls should be to lower the

co; Idcnce in the sampled in format ion and con sequently one should not be so willing to

mo-dify prior probabilities about the state of nature being tested. Unfortunately, Bayes'

Theorem as applied in the research problem does not consider the confidence of the

irformation therefore all information used in the methodology is assumed to be perfectly

known. h is assuoptfi ui perf .ct in format ion may lead to Crrone1COUS results if the

Ulr:ctrta in tv ( t the radar is to laic. A ncihod to correct for this condition might be to find

a tcchniqre \ hi ch ' ,OUId r1tdil the prior probabilities lien the confidence in the sampled

i:!ornlatioln mkas hi :h and to ni m(dilv or modify ,"cry little the priors xhen the

ci hidcnce ii the sampcd i nforma tio n was low. Tlis potential problem with using 1ayes'
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as' OC IS plooCi I the ,ol"Itiot ncholx wil h explh) icd 1 I 11hcr if t!he

t~~o~ttt )1t LlMi ot Iic in 1thL Jail s l oo rI!,CerL,1iIt.

Vim I ,, ,\III plc and rl Isc u:ss Io of(1 potenI t Ial I~lm pro I ah u's IC I ,-H', es'T I :Irc II

k;CI cl adS thC di'scuLSSion of' 1h1t1C etc basis for- u sing1 13a1\esian l' 1\SiS a', thc Lit I u

n~ethodoo~sThe necxt ": tion w ill prcsent doe uInenteILd applications of Baves ian analy\sis5

in a siIIn11r enlvironmen1clt.

1)octitniciit 1d A pplication. A supporting study wajs fou-nd which disussa

ICnT1 h1 the use, utf Ba~ esial anlal sis and stain snes in aidingz humanm information p:-ocessin11

anddeison laii& hC spc2 tic applitonl sx as for a threa't C\' ali-anton sy stem ~hc

auntdto mII~illtarn s urs ci an1 c overC a cr FC11. re from5li Iih a111iem threCat m11-il

onI'niilate. The, ssstemI \sas calledl I'll, for lrhhlsi Iformation Prce:ssng. Iaure 4.4

11ie"eiit5 11 OraphlCiic ic\ of 551 Sstem. The ss stern nscs a1 iI mber of di fe"rent technical

, susos andI' the di spl av froml the se nsor-S is, presenlted to a oroun of probLaiN1i tv estimal'tors.

AppropiTipns were' nudeI"I to I'l, and the acua1at,11,i ~ coss e of repeated

Appc~tonsof Bui~ss Theorem. PIP. ais is propyosed ill thectooou for tis reseairch,

a11O used the onutputs of 'tie set of C-alcu: atuols as the pm ior prohitb;I ties for theI ne,\ . ,t of

nh onls. Th ciI i til.:l proahite s % Clc cc:aefr isnsraci-c in the case

of Il hereas inl thec relakc ic , pooedt10retereuofsno

n~a~rene~tand apl)1ication of the hiiio)n~ial dis-ihntioii. IIn thaIt s tem, the probability

e ~ ~ ~ ~ ~ 4 20uosxer epe
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nI erpretors Es n a!ors

D~paDsly "" i Dsplay " P i ocsed0L!

Disp a Display

Figure 4.4 PIP for Threat Evaluation 116: 701

In the system at NORAD the probability estimators would be a digital computer. The

function of the Bayesian processor was to generate distribution functions. These functions

were used by the human decision maker to make a better decision than could be made with

deterministic methods. This conclusion seemed to be the theme of the siudy, that a better

decision could be made using a system vith Bayesian processing than without [16: 68-711.

This study, although slighly out of date, adds validity to the proposed methodology for

solving the problem of determininI intent.

A more recent study which documents the applicability for using Bayesian analysis to

solve this type of problem is one being conducted by the U.S. Army Strategic Defense

Command. That study concerns the building of the Attack Assessment Decision Aid which

has as one of its goals, the assessing of which specific U.S. targets are under attack and

then a characterization of the attack. The decision aid uses input data from sensors with a

high-level Bayesian inference system to determine the high-lcvcl attack characteristics 117:

1,21. This particular decision aid has incorporated artificial intlcli cnce (the use of a
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!' a\ e-,IAf infercng- algurithlin) to pre~ent the user v, ith a picture of \, hat is ha -penimg.

The U.S. Armv research stops short of processing the radar data and predicted impact

points as furthered bv the research presented here.

Fiuture Application. The data %, hich could be displas ed as show.n in Table 3.1

must still be interpreted by' CINC NORAD and his advisors. The human clement ultimately

will decide if the U.S. is under attack and sk hat class or classes of targets are the intent of

the attack. The proposed methodology has simply allowed the necessary data for making

those decisions to be put in a fVrmat ', hich can nore easily be interpreted. As cited in the

study on PIP, the end result is that the decision maker will make a better determination of

Soviet intent than he can now with little or no intent determination capa> :lity.

Bayesian analysis allows the decision maker to influence the outcome by using his

subjective probabilities of w hat he thinks will happen as prior probabilities to combine with

conditional probabilities based on observed information. The next section of this chapter

speciflies the test hpt-othees and conditions which will be used to meet each sub-objective.

Ii;is cissentiall v w ill be the experimental design for the research.

'\p)'riIlllnlal I)csigt

Since the primary objective of the research is to find the sensor accuracy necessary to

g-ccrate specified confidence levels of attack estimates, an iterative approach will be used.

The starting conditions of the model will be determined and a set of data will be obtained

and analyzed. The d"ta will be evaluated for its confidence value level by using the

measure of effectiveness. Then for each confidence level, the parameters of the models

will be varied in a systematic way until the target confidence level is reached. This will be

the general approach used to meet all the suib-objectives which support the main research

objective. The next few sections discuss the test hypothescs and conditions associated with

meeting the overall objective and each sub-objective.
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Test H ypotheses and Conditions. The primary objective of the research is to

investigate radar sensor accuracies to determine if a threshold exists which would give a

75, 90, and 9S% level of correctly-classified targets in an attack characterization. As

previously mentioned, this objective ,will be met by conducting experimentation using an

iterative approach. The present level of attack characterization accuracy w'ill be obtained

using current radar systems capabilities. The level of attack characterization accuracy will

be evaluated by using the measure of effectiveness which is the complement of the

classification error rate. The correctly-classifed rate is found by' using a cO)nfusion nu:rix

such as the one shown in Table 3.2.

The desired conectly-classified levels identified in the sub-obhjcti,, c, 1,11 N. met I,,

improving the radar accuracies and evaluating the results. Tabhe 4.5 presents the currt

radar accuracy of the attack varning and characterization s, sc i.

TABLE 4.5 Current Radar Accuracics

(one-sigma values)

PAR,, TER R.C%\ I ET.J*RACY

X 25.0 meters
Y 25.0 meters
Z 25.0 meters
V× 15.0 meters/see
Vy 5.0 meters/see

Vz 15.0 meterssec

The parameters will be considered to act independently although this might not be

co'.pletely valid under all situations. Treating the parameters as though they do act

indepently is a simplifying assumption wfhich is also made by personnel at Foreign

Technology Division who use the Trajectory Simulation Program [281. Also, a consistent

change will be made t( each parameter although in actuality, an entire spectrum of values
wOUld exist for each paramieter vhich would yield the same level of confidence in the attack
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charactctizatlon dau. Flrst before doing any parameter varying, the accuracy of the attack

characterization wil be determrined using "perfect information" to determine if the desired

correctly classified levels can be attained. The first change will be 5 meters in X, Y, and Z

and 5.0 meters, sec for V, and N". The change in will be 1 meier/sec. This procedure

will be continued until the correctly-classified level is reached or the upper bound on

accuracy is reached, that of having "perfect'" information.

The next sub-objective is to analyze missile accuracy (CE1P) and determine how it

affects attack characterization, This objective will be met by varying the missile CEPs used

in the trajectory simulation program and the damage expectancy model. The effect if any

on the attack characterization data will be reported with a plot of CEP versus attack

characterization accuracy.

The final sub-objective is to determine the longest time before first varhead

detonation at which attack characterization could be determined at the 98% confidence level.

This objective is tested using the most accurate missile warning system possible. This

situation essentially is testing the system under almost "perfect" information.

Purpose of Objectives. There is a fundamental purpose for each sub-objective

beyond the explicit stated objective. That purpose -will be presented in this section for each

of the sub-objectives. The first sub-objective is developing a measure of effectiveness

which is used to evaluate the results. Part of the problem in the area of intent determination

is recognizing, when the So\ let's intent had bcca determined. Using the correctly classified

rate as the measure of effectiveness is a good empirical method for determining how any

classification routine is performing.

The next sub-objective is fundamentally satisfying the purpose of the research. The

original question posed by Lt. Col. Lawhern was to find the sensor accuracy necessary to

yield specifed levels of confidence of intent determination. The second sub-objective is to
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find the sensor accuracy needed to enable the missile warning system to provide attack

characterization at the 75, 90, and 9,S"? confidcnce levels.

The third sub-objective is to evaluate the effect of CEP on attack characterization.

This objective will give the U.S. decision makers a feel for the sensitivity of the estimates it

makes concerning Soviet missile accuracy. The estimate of 300 meters CEP for the SS-1 8

and SS-19 may be too small or the Soviets may improve beyond this point. Knowing how

attack characterization would be affected as the result of a change in Soviet CEPs could be

very useful.

Finally, the last sub-objective is to find the longest time before warhead detonation at

which tile confidence level of the attack characterization %\ ould be cxt-cmcly accurate. Tile

purpose of this objective is to determine if a very reliable decision concerning Soviet intent

can be made significantly before the 6 minute point before impact. This result could buy

the U.S. leaders more decision time. There is a trade-off between waiting longer to get a

better estimate f intent and having less time to make a decision and react once that intent is

determined.

The next ch',PtC:e v, ill prescnt the results of the experimentation and the analysis of

tht sc results. EaLch subc )Vti\ e ill be analyzed closely to determine the full implications

of the rcscar'lh. " i " 1-:% a 2'. %s, .1 be c IUn L1ctCd Oin kc\ ', ariables. Then the results

and anal sis in chapter V ,ill lead directly into the conclusions and recommendations of

chapter VI.

4-31



V. Iindings and Analysis

Overview

This chapter contains all of the findings and results of the experimentation and the

research. The findings and results are analyzed with respect to what was obtained and how

it was obtained. As will be shortly seen, undesirable results were obtained when the radar

accuracy was set at its most inaccurate level. The experiments with the most inaccurate

radar simulates the current state-of-the-art. When the accuracy of the radar was improved,

the methodology performed as planned. The bottom line result is that Bayesian analysis as

implemented here did not prove to be a robust way of determining, the intent of a limited

nuclear attack.

Preliminary Analysis

Before applying the methodology to the experimental design, some pre Ii minary

analysis of the methodology was accomplished. This analysis was done to ensure the

methodology was performing correctly and that the results were consistent vith a priori

expectations. The preliminary test cases were a baseline case using current state-of-the-art

radar accuracy, a case wxhere the radar has been improved to a level several times more

accurate than the current level, and the case wkhere there is perfect Ii;formation available

meamng th-at all of the uncerfainly from the radar has been removed and the only tin-

certainty remaining is from missile CEP. The results obtained from applying the

methodology to each of these test cases will be presented and analyzed for significance.

Baseline Case. The baseline case is when the radar accuracy parameters are set at

their current state-of-the-art levels. These settings are presented in Table 5.1.

5-1



-TABLE 5.1 Current Radar Accuracies

(one-sfiga values)

P\ RAN I "TI ' R ACCURACY

X 25.0 meters
Y 25.0 meters
z 25.0 meters

S15.0 meters/sec
Vv  5.0 meters,'sec
Vz 15.0 meters/sec

These values of radar accuracy are only approximate values since the actual values are

classified. The values were obtained through discussions with missile w arning experts

1301. personnel at Foreign Technology Division 1281, and from Juacs's Wt'cipn Systems

123]. These values are dependent on the angle between the object being tracked and the

radar site viewking the object. In this sense therefore, the tracking accuracy is dependent on

.hich radar site is viewing the object 1281. For all of the results presented in this research,

the radar site vie,,ing the object will be taken as the one which minimizes the overall

tracking error.
The values in Table 5.1 represent the one-sigma error in the six parameters necessary

to position a reentry vehicle in space and propogate its motion to impact. A Monte Carlo

process was used to add error in the six parameter state vector for each reentry vehicle at 30

second increments. After the noise was added to the state vector, the reentry vehicle's

trajectory was calculated using a trajectory simulation program ann an impact point was

obtained.

The simulated attack for the preliminary analysis will be a uniform attack, one which

is not oriented toward any one particular class of tarets. The data for the simulated attack

is contained in Appendix 1. The character of the attack and the intended targets are

presented in Table 5.2.
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TABLE 5.2 Preliminary Results Attack

R' Number Target Target Class

1 McClellan Air Force Base 2
2 March AFB, 15th AF, GWEN station 4
3 Los Angeles, California I
4 Beale Air Force Base, Tanker \\ing 3
5 Castle Air Force Base 3
6 Tustin Marine Corp~s Air Station 2
7 U.S. Naval Air Station North Island 2
8 Beale AFB, PAVE PAWS radar, GWEN 4
9 George AFB 2

10 Anaheim, California I
11 Norton AFB, Ballistic Missile Office 3
12 Cerritos, California I
13 Glendale, California I
14 Vallejo. California I
15 Davis, Early Warining Radar site 4

This simulated attack ,a as generated using SIIA'TFACK.S>.AM Ahose source code

is in Appendix E. E, cn though a uniform attack was designated, an apparent non-uniform

attack was obtained. A totally uniform attack would have consisted of 56.1% class I

targets, 23.7% class 2 targets, and 10.1% class 3 and class 4 targets. These percentages

are derived from dividing the number of targets of each class by the total number of targets

in the data base (148 iargets). For example, there are fifteen critical command and control,

or communications targets in the area of interest. A totally uniform attack would be one

wlhich" targeted critical command and control, or communications targets with 15/148 or

10. 1% of the warheads. The remaining warheads would be used to attack the other classes

of targets according to their proportion of the total population. Given a random attack, the

expected value of targets from each class would have been approximately eight class 1,

three class 2, and two class 3 and class 4 targets. lhe mix of th. attack obtained from the

simulated attack program consisted of five cla. s 1, four class 2, and three class 3 and class

4 targets. These expected results and realized results are summarized in Table 5.3.
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TABLE 5.3 Simulated Attack Character

Ta rget Ex peCed Obtained
Class Results Results

1 City/Industrial 8 5
2 Other military 3 4
3 Strateic mitliary 3
4 Critical CCC 2 3

Since these results were unexpected, a larger sample size of attacking- warheads was

generated. When fifty ,warheads were generated, the obtained results mtched very closCly

with the expected results. It is apparent that the unexpected attack mix is caused by the

small sample size. The sample represents only 10% of the available targets. Obtaining the

numbers of targets in each class is not abnormal iPen the small sample size. Therefore,

the research proceeded with the simulated attack contained in Table 5.2. Using an attack

whi,.ch contained a different number of intended targets than onc vould expect from the

c1ass proportions in the populition turned out to be fortuitous.

Because the attack \.%,as different than one ,Aould expect in a random sample, the

mswker generated by the methodoikgy under the greatest radar uncertainty expo.,ed a

serious flaw in the methodoh g. Table 5.4 contai ns the results obtained from the baseline

radar accuracy. The data was generated using a program w ritten in FORTRAN which

calculates poSterior probabilities using Bayes' Theorem. The results are used to find an

expected value and a confidence interval around 0, the proportion of warheads attacking

each specific class. The source code for this program, Cl IARATTACK.F, is presented in

Appendix J. All of the results are calculaited by using the data taken from first detection

w1()%n to 6 minutes, prior to impact. For a given setting of radar parameters, 6 minutes prior

to Impact represents the point where the radar should be the most accurate before a decision
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liis to nade by C INC NC)RAI) and thc NCA. The table presencits the cx pctcd val, ofe tlK

Prop ut ion1 of, thle attack v~lnhic is intended for each tatr-zt c lass. 'The low cr and uipper

>'Ioand re preent the conlhdenc e i nter\ at around the pci nt estimate ot' (, thle proportin of,

t ve 11ac :1 1ic i intecd a-,ajust a Specific targct Class.

TABLE 5.4 Baseline Case Results

AT 6 NtITS PRIOR TO IMPACT TI IE FOLLOWVING TABLE OF
RESULTS EXIST: (90%/- CONFIDENCE LEVEL)

Class Lower E xpected Yx 1ected U pper

Boun1d (0) VaILue (0) VaIlue (X) Bound (0)

I CITY INLM*STRIAI. (,60 0.')3 6 9 0.067
0,(il IER MILIUAR1Y 0.2o0 0.204 1)0.267

3 STRATEGIC MLIT~lARY 0.007 0.067 1 0.067
4 CRITICAl CCC 0.007 0. 132 21 0. 13

Onl this surface the results In 'able 5.4 appear Consmstcnt and desirable because they

converoe to a t iht ineva.But the expected value of X exposes a probem with the

methiodolo-v. Table 5.3 contains the values for the intended numbers of targets in each

class5. The methodology has only correctly predicted 73.3% ot the tar-ets. Table 5.3 also

contais the expected Value of targets given a uni forn attack against all target classes.

Notice that the obtained results in T-able 5.5 ai-rees very closely with thle expected value In

TIable 5.3. The meaning of this is that the methiodology has con vered to the expected

\ llue of each target Class uinder a uniform attack not thle numnber of targets in each class

which were actually intended in the attack. This result is very unsettling. Tables 5.5a,

5.Sb, 5.5c, and 5.5d illustrate even a bigger problem with the methodolo-v. These tables

contain the posterior distributions of' 0 for), each class of targets. .Nkot ie where thle majori tv
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ot, the, 11robability is located. [ or ciilsra iCt5 the posterior distributions fouind in

TOl I o 5 .5a coil vree, to at ,, Ii t cotnfidence I ntervalI as des Ired but to th I srong an sc r.

TABHLE 5.5a Postcriors for Class 1, Baseline Case

I it: NIA DIW)STRIBUTION FOR CITY INDUSTRIAL AT 6 MINUTES

0 Posterior Probability

0.00000M )(11 00 0.0000000E,-~00
(66 7000 11: -0 2 0.0000000E 00
0. I 33u 0.0000000E+00
0.-0()( .00000013±OOOOE00
0.2606700 0.0000000E+00

0.3333w5.0085753E-28
0.4000000 1 .6-47328 81 F- 16
0.4000700 9.206731491--09
0. 513 33 00 2,083,98~91 E03
0.6000000 0.48 13 18
0.0000700 0.53'S9044
0. 73330i )0 i.7975054E 04
0.8000000 5. 04 29 17 78E 10
0.8000700 ',.7375 663E-21
0.9 13 33 00 0.00000001OOE- 00
I .000001 0.00000001: 00

I i the m: dlvas pr-esented. a decision mIAker v. ould ficonrectly deterimine

t!"aI the att.a wats IInTc:ded mostly a-alust C it\ industriail targets (9 or 10 targets attacked).

1i-oin the results in Table 5.3. one can see that tis is not the case. With most of the

pr-k)babiliitv all oc ated to 0 values of 0.000 and (0.007 the mecthiodol ogy ha.S p1-OUced a

11""sldiln- answecr. The actual s alue of' U s 0.,3333 bcaa isc the intended attack is Ie

inutra Ia~t ou l ifte ttac -k n arhad The calc ulated posterior pr-obab1 ii

fiur 0 0.33333 found by appN I ng thle methodoloi-, Is 5.0091;-28. Th is num111ber is

extremely low and is not at all near the actual value. Tables 5.5b, 5.5c, and 5.5d for the

other tar~ct classes y ield the same misleadingo results.
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TA.\BL1E,~ 5.51 h losteriors for Clas,.s 2. B~aseli ne Case

THE11 NE\V DISTRIBU'TION FO~R OTlHEIR N1ILITARY AT 6 NIINUTE:S

0 Pos.terior ProbabIility

0.0()00000L- 0o 0.00000001-1 00
6.0670001 E-02 8.9'3-458 I 51:- 14
0.1 13333 - 00 2.73472631---03
0.1000000) 0.9339-560
0.2606700 6.3294642E3-02
0.33,33300 1.4610840E-05
0.4000000 3.12564141311
0.460070() 7.6542 150E3-19
0.5 ,33300 I1.585062 11318
0.600000()(0 0.000000013)E 00
0.6600700 0.00000001:100
0.7 ,' 33300 0. 0000000L.OE - 00
0. 8 )0 .0000001 -.OOO -E00
0.86670( 0.000100
0)() 3() 0.0000000E3 00
1 .000000 0.00000001 00

As Ths i~ILb s.the n~t dl~vhas cons ercc to a 0 vaLlue of 0.200 which

c's iletto 3wre O~t of 1I inC1, ,in[ndcd fbr Other li1tary targets. From tlie

In TIhe 5.3. onec Cam see the problem. The aictual numiber of wvarheads attacking class

2 .rc~Is fo he 1 mcthodolb cy, should has e conver-ed to a 0 value of 0.26667.

I,! Iad 1" met I hodo Io rclports th I s al Lie Of' 0 = 0.26667 as 0.0633. TI'l s resulIt wvoulId

a~cf to nmke assuminl tha1t Ic'ss wa.rheads had been assicned a-ainst class 2

trc thanr ctasintenlded. A decisiOn maker baising, U.S. response from this result

.>seetan ipiprate responise for the actuli intent of the attaick.

A n(ther im i cad ins aspctb of thle datta is thle small11 vaince of the probability arondc

(0 0. 2000 t. Ipctile data, One woulId ass ume that because of fie small va rianlce,

thereCI %. very littLC le unCertaintN attached to the obser-vations. As will be explained much more

tho)rou1Ih l at this assumptilonl is not valid.
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'ABL 5.:5c 'osteriors for Class 3, Baseline Case

TI IF NEW DISTRIBUTION FOR STRAT[GIC MILITARY AT 6 MINUTES

0 Posterior Probability

0.0000000E 00 O.O000000E-0
6.6670001E-02 0.9999997
0. 1333300 3.1168523E-07
0.2000000 1.8748579E- 15
0.2666700 6.3758692E-25
0.33333300 1.3035275E-35
0.4000000 0.0000000E+00
0.4666700 O.0000000E+00
0.5333300 0.0000000E+00
0.6000000 0.0000000E1 ,00
0.6666700 0.OOOOOOOE+00
0.7333300 0.0000000E+00
0.8000000 0.OOOOOOOE+00
0.8666700 0.OOOOOOOE+00
0.9333300 0.0000000E+00
1.000000 0.OOOOOOOE+00

IFor the strategic targets, class 3, the methodology has converged to a 0 of 0.0667

hich corresponds to I v arhead out of 15 as being intended for the class. Results frm

Table 5.3 contradict this result. The attack actually intended three out of the fifteen

warheads to be against strategic military targets. The methodology calculates the posterior

probablitv of 0 0.2000 as 1.87E-15 which is essentially zero. Once again, the

meth1,dology has failed to correctly characterize the attack. Finally. as shown in Table

5.5d, the methodology also con,,ergs t the wrow as% CTQ for Class ,4, critical comiu1uJ.

C( nutr~l, or commiunications tarcts.
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TABLE 5.5d Posteriors for Class 4, Baseline Case

THE NEW DISTRIBUTION FOR
CRITICAL COMMAND, CONTROL, OR COMMUNICATIONS AT 6 MINUTES

..............................................................................................

0 Posterior Probability

0.0000000E+00 0.0000000E+00
6.6670001 E-02 1.4786120E-02
0.1333300 0.9841074
0.2000000 1.1064765E-03
0.2666700 4.4043360E-09
0.3333300 2.5803636E-16
0.4000000 3.1143526E-25
0.4666700 6.4803201E-36
0.5333300 0.OOOOOOOE+00
0.6000000 0.OOOOOOOE+00
0.6666700 0.OOOOOOOE+00
0.7333300 0.0000000E+00
0.8000000 0.OOOOOOOE+00
0.8666700 0.OOOOOOOE+00
0.9333300 0.0000000E+00
1.000000 0.OOOOOOOE+00

As can be observed from the data presented in Tables 5.5a, 5.5b, 5.5c, and 5.5d, the

methodology has not converged to the correct answer. This result must be examined

further. However, before examining the problem with the methodology under the baseline

case, the results for the other two cases will be presented. It will be seen that when the

radar is improved, the methodology performs as desired and converges to a correct answer

with a high percentage of targets being correctly classified. The beater the accuracy of the

radar, the higher percentage of targets that are correctly classified by the methodology.

Improved Radar Case. When the radar is improved to a higer degree of

accuracy, the methodology performs as expected. It was felt at this point that if the

methodology could converge to a conect answer with improved radar data, then the method

was still a valid approach for solving the problem. The radar was improved to a level such
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that tile error introduced by the radar was only 20% of the unimproved radar error. The

values for the parameters of the radar are presented in Table 5.6.

TABLE 5.6 Improved Radar Accuracies

(one-sigma values)

PARAMETER ACCURACY

X 5.0 meters
Y 5.0 meters
Z 5.0 meters
V, 3.0 meters/sec
Vy 1.0 meters/sec
Vz 3.0 meters/s!-c

The results obtained by the methodology when the radar was improved to the levels

shown in Table 5.6 are contained in Table 5.7. It can be seen that the methodology has

produced a reasonable answer given the mix of the attack. The random set of targets which

were drawn from the target data base contains a few targets which are very close to one

another. From Table 5.1, it can be seen that both the tanker wing and the radar site at Beale

Air Force Base are under attack. Also, Tustin Marine Corps Air Station and Anaheim

California are very close to one another. With these particular sets of targets, it will be

difficult for any methodoiogy to properly classify all of the warheads in the attack.

TABLE 5.7 Improved Radar Case Results

AT 6 MINUTES PRIOR TO IMPACT THE FOLLOWING TABLE OF
RESULTS EXIST: (90% CONFIDENCE LEVEL)

Class Lower Expected Expected Upper
Bound (0) Value (0) Value (X) Bound (0)

..........................................................................................................

I CITY INDUSTRIAL 0.400 0.459 7 0.467
2 OTHER MILITARY 0.267 0.272 4 0.333
3 STRATEGIC MILITARY 0.067 0.071 1 0.133
4 CRITICAL CCC 0.200 0.202 3 0.267
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The improved radar has an MOE (% warheads correctly classified) of 0.86667 which

is reasonably good. A closer look at the data reveals that since the actual attack is 5,4,3,3

(intended number of targets for Class 1, Class 2, Class 3, Class 4) that two of the strategic

military targets are probably being misclassifed as city/industrial targets. This condition

would lower the MOE to 86.7% because there are two misclassifications occurring.

A sample of the posterior probabilities for the improved radar is contained in

Appendix K. The data presented in Appendix K is only for 15 minutes prior to impact, 10

minutes prior to impact, 8 minutes prior to impact, and finally down to the cut-off time, 6

minutes prior to impact. This set of data illustrates how the MOE improves over time and

how the posterior probabilities converge to the correct answer. This data seems to validate

the method as appropriate. The only issue at this point is how the probabilities should be

updated when there is a high degree of uncertainty in the radar data. This issue will be

thoroughly discussed after the remaining preliminary results are presented.

Perfect Radar Information Case. Under this level of experimentation, all of

the uncertainty in attack characterization due to error in the radar has been removed. The

only uncertainty in the location of the impact points is due to missile CEP. As expected,

the methodology performs very well under the perfect information condition. Table 5.8

contains the results for this preliminary analysis.

TABLE 5.8 Perfect Radar Information Results

AT 6 MINUTES PRIOR TO IMPACT TI IE FOLLOWING TABLE OF
RESULTS EXIST: (90% CONFIDENCE LEVEL)

Class Lower Expected Lxpected Upper
Bound (0) Value (0) Value (X) Bound (0)

..........................................................................................................

1 CITY INDUSTRIAL 0.333 0.380 5 0.400
2 OTHER MILITARY 0.267 0.267 4 0.267
3 STRATEGIC MILITARY 0.133 0.133 2 0.133
4 CRITICAL CCC 0.267 0.267 4 0.267
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The methodology correctly classifies 93.3% of the warheads under the perfect radar

information condition. From Table 5.8 it can be seen that the only misclassification is

when one of the warheads which is really a target class 3 warhead is classified as a target

class 4 warhead. The data illustrating the convergence of the posterior probabilities to a 0

value is presented in Appendix L. Once again, the data for several points in time have been

included in the appendix to show how the MOE is improving over time and how the

probability distribution of 0 is converging to the actual value. The next section of this

chapter will explore the reasons why the methodology is not robust enough to handle the

current radar accuracy condition. Alternatives to the way Bayes' Theorem is applied will

be presented to illustrate the work that needs to be accomplished before a robust

methodology is found which can accurately determine the intent of a limited nuclear attack.

Reasons for Methodology Failure

As discovered during the preliminary analysis, the methodology fails to converge to

the correct answer when there is a large amount of inaccuracy in the radar. The reason for

this failure was previewed in chapter IV. The sampled data which is received by the

Bayesian processor is assumed to be certain. There is no lack of confidence in this data so

it is accepted as the truth and the prior probabilities are modified accordingly. However, as

discussed in chapter IV, the sampled data is uncertain, it cannot capture the true intended

targets in all circumstances. In assuming the intended target to be the one which receives

the most damage in an area surrounding the detonation of the warhead, many complexities

are ignored. For instance, consider the two impact areas containing targets as shown in

Figure 5.1. Would one expect the same amount of information from both samples or

would one put more confidence in the area which only contains one class of targets?
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Figure 5.1 Confidence Dichotomy

The methodology as currently applied would not make a distinction between these

two cases yet there clearly is a difference. A person should not be willing to modify his

priors if the area of uncertainty on the left in Figure 5.1 is obtained and he believes that the

true attack is weighted heavily toward class 3 targets. Actually with a large amount of

uncertainty, a person should be very careful as to how much he modifies the priors. When

little uncertainty exists such as in the case of the impact area on the right in Figure 5. 1, then

the priors should be modified by the appropriate amount based on the new information.

What is needed is a technique to capture this desired property. In the next few sections,

three techniques are discussed which could capture the desired characteristics of a good

Bayesian processor.

Using Damage I)ensity Functions. The first of these techniques attempts to

find a method for calculating conditional probabilities such that the ratio of conditional

probability to marginal probability is close to one when the confidence in the infOrimlatIM is

low and a ratio different than one whcn the confidence in the in format ion is hih. This
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situation would allow tile priors to be modified only when appropriate to do so. Tie

needed situation is really Bayes' Theorem as depicted in equation 5.1

P(0ilx,y,O0 P(0i) P(x,yioi,0)t) 1.
= P(xy) 15.1J

where Ot is a function which represents 'he confidence of the information received by the

radar. The function is dependent on time because the information becomes more accurate

over timne hience q is subscripted wvith a t.

Bayes' Theorem can be thought of as a means for modifying prior probabilities with a

weighting function dependent on an observed sample. This weighting is simply the

conditional probability of X being observed given a true proportion 0 divided by the

marginal probability of X occurring. Equation 5.2 illustrates this weighting.

P(Oix,yO[) = P(Oi) wi [5.21

P(x,y11i.0fO)
where: i - P(x,y)

Several methods were investigated in an attempt to find conditional probabilities that are

close to the marginal probability when the confidence in the information is low. I laving

values of the conditional and marinal probabilities close to each othCr , ould 1ke their

ratio near unity thus the priors would be modified only slightly. When the confidence in

the information is hig-h. then the ratio of conditional to marginal probabilities should be

significantly different than one so that the priors can be appropriately modificd. It proved

to be very difficult to find a method for computiiig conditional probabilities , hich
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displayed the necessary properties. Part of the problem is that the conditional probabilities

are not discrete although they have been treated as though they are in the proposed

methodology of this research. Since the conditional probability is a function of 0 which

improves over time, there is a continuous range of radar accuracies and impact area

situations that exist. These confounding effects make the solution to the conditional

probabilities non-trivial.

The probability of observing a sample X is dependent on both the intended

proportion of the attack, 9, and the circumstances of the impact point. If the observation is

late in the object's flight when the radar information is better, then the area where the

warhead could detonate is smaller. A smaller area under normal conditions means that

fewer targets will be considered at risk. This fact means that the information about the

damage each target is receiving- i, probably a better estimate of reality. Under this

condition, the confidence in the data should be higher therefore, thc conditional probability

should significantly influence the prior probabilities.

If the observation is taken early upon detection, such as at 900 seconds (15 minutes

prior to impact) then the area of uncertainty will be quite large. This larger area will most

likely contain more targets with one of them probably being the intended target. In this

situation, the confidence in the estimate of damage to each target is quite low and

consequently the priors should not be modified by any significant amount.

A heuristic technique which might display tie necessary properties is to use the

probability density functions for the expected damage of each target in the area of

uncertainty. These density functions of the expected damage are il'ustrated in Figures 5.2

and 5.3. For the specific examples shovn, the probability density functions for the

expected damage are plotted parallel to the longitudinal axis of the impact areas. Note that

the shape of the density function is different for each class of targets. The reason for this
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difference in shape is that each class of targets has a different response to the same level of

nuclear effects. The height of the damage density functions depend on the likelihood that

the target is the intended target given its position relative to the predicted impact point. A

large total area of the expected damage density function for a target implies that there is a

strong likelihood that the target is the intended target based on its distance and position

relative to the predicted impact point. As the predicted impact point moves away from a

target location, the likelihood that the target is the intended target decreases. This condition

would be reflected by a decrease in the total size of the expected damage density function.

A weighting function might be developed from the relative proportion of the damage

to each class of targets which are contained in the damage area of the warhead. The

damage to each class would be the sum of all the damages, measured by the expected

damage density functions, for each target which is of that specific class. Figure 5.2

illustrates the idea. As shown in Figure 5.2, the relative density of target class I would be

higher than the others because there are more targets in the area. Without any better

information, the attack would seem to be against one of the class 1 targets even though a

class 3 target is closest. Even this technique ignores the possibility that the intended target

might really be the class 4 target and the radar has simply because of its inaccuracy, failed

to predict the impact point close to the intended target. Given the situation as shown in

Figure 5.2, the best result might be one which produces a weighting value close to unity

thus not significantly modifying the priors.
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Figure 5.2 Target Expected Damage Density Functions

A different impact area with different targets and locations of targets might produce a

more reliable estimate of the intended target. Consider an impact area as shown in Figure

5.3. In this example, the intended target is probably a class 2 target because most of the

proportion of the expected damage is represented by class 2 targets. In this situation, the

confidence in the information is significantly higher than in Figure 5.2. Therefore it is

appropriate to modify the prior probabilities by a significant amount.

Even the situation shown in Figure 5.3 does not truly represent the complexity of the

situation. Imagine an impact area which contains several targets all of the same type near

one end of the impact area. There is a probability that the intended target lies outside of the

damage area of the warhead. This situation would exist if the inaccuracy of the radar
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predicted an impact point so far away from the intended target that the intended target did

not receive any damage from the warhead. Few if any methodologies could handle this

situation.

tz

E Predicted X
0 Impact Point
X

CISI

Probability of
Damage

Figure 5.3 More Confident Information

Calculating the density functions of the expected damage to thle targets would

computationally be v'ery difficult. The problem could be discretized by using thle

probabilities of damage calculated by the damage expectancy mudel as a substitute for thle

probability density of the expected damage. A table of values for each target in the area

could be constructed with a weighiting function being developed based on thle relative

amount of probability of damiage occurring to each class of targets. Table 5.9 presents a
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simulated set of data illustrating the procedure. The data simulates the impact area and

damage to targets shown Figure 5.2.

TABLE 5.9 Class Damage for Figure 5.2

Target Probability Target Class Summary Proportion
of Damage Class of Damage of Damage

1 .75 1
2 .55 1
3 .60 1
4 .45 1 2.35 .5875
5 .65 2 .65 .1625
6 1.00 3 1.00 .2500

The proportion of the damage to each target class illustrates that there is 3.5 times

more damage to class 1 targets than class 2 targets. Unfortunately, trying to create a

conditional probability out of this data proved to be beyond the scope of this research. The

problem still comes down to trying to resolve the uncertainty in the data when there are a

large number of possible targets in the area. Tihe next section of this chapter discusses the

second technique which might prove useful in resolving the uncertainty.

Bayes' Theorem Again. One of the possible problems with the methodology as

it is applied is that too much data is being aggregated to construct the conditional

probabilities. By considering the warhead as being intended for a specific target in a group

of possible targets based on the largest expected damage, a large amount of data is being

ignored. Instead of treating the warheads as being assigned to a specific class of targets as

a 0 - 1 outcome, 1 for the class of targets with a target receiving the most damage and 0 for

all other target classes, perhaps each warhead should get a discrete probability for its

likelihood of being each of the four target classes. In other words, given the situation

shown in Figure 5.2, a vector of discrete probabilities could be developed which for this

particular example would look like (.6, .15, .25, .00). This vector of probabilities means
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that there is a .6 chance that the warhead is intended for a class 1 target, .15 probability that

it is intended against a class 2 target, .25 chance that the intended target is from class 3, and

no chance that the intended target is class 4. These vectors of probabilities could then be

used with Bayes' Theorem to generate posterior probabilities for each warhead being a

specific class. Figure 5.4 shows what these probabilities might look like.

These probabilities would be updated at each point in time as new information was

received for each warhead. The effect of the new information would be to change the

height of the probabilities distributions for each class of targets. Two problems exist with

this technique. First, generating the discrete probabilities would be difficult for the same

1.0

0.75

0.6

0.5"

0.250.25-
0.15

0.0 -

Target Target Target Target
Class I Class 2 Class 3 Class 4

Figure 5.4 Bayesian Approach by Warhead

reasons as previously discussed. Some way would still have to be found to calculate the

conditional probabilities and make them dependent on the accuracy of the radar. Second,

once the discrete probabilities were generated, a technique would have to be developed to

combine the probability distributions for all fifteen warheads in the attack. tIowever, this

technique, if it could be developed, might generate some good results.
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Using Bayes' Theorem to update the posterior probability of each warhead being

targeted against a specific target class captures the filtering property desired in the research.

The purpose of using Bayes' Theorem rather than treating the problem with a traditional

statistical approach is that a method was desired which would use both a decision maker's

prior perception of the state of an outcome and would filter the results over time so that

random fluctuations in the data would be dampened. Since Bayes' Theorem is applied to

each warhead instead of the aggregated data, a closer representation of reality might be

obtained. The complexities of the situation might be more easily captured one warhead at a

time instead of aggregating the warheads together.

Heuristic Weights. The final technique which might be developed is to examine

the targets which are being attacked by each warhead and to monitor how the numbers and

types of targets change over time. A table of data could represent how the character of the

attack is changing over time for each warhead. Table 5. 10 represents what one of these

tables might look like.

TABLE 5.10 Attack Character for Warhead # I

Time Before Target # (Damage) Target Class
Impact (see)

900 3 (.95) 1 15 (.05) 1 88 (.85) 2
870 3 (.79) 1 88 (.99) 2 114 (.21) 2
840 3 (.53) 1 15 (.08) 1 88 (.90) 2 114 (.17) 2 148 (.09) 4
810 3 (.15) 1 88 (.97) 2 114 (.09) 2 148 (.10) 4
780 88 (.99) 2 114 (.05) 2 148 (.05) 4

600 15 (.01) 1 88 (.99) 2

In Table 5. 10, even though the initial observation would characterize the warhead as

attacking target #3, a class I target, over time a pattern develops that target #88 which is a

class 2 target is probably the intended target. If some way could be found to capture this
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"feeling" about the character of this particular warihead, then the entire attack might be able

to be characterized in the same manner. The solution would probably involve some sort of

heuristic that would generate a set of weights to be applied to Bayes' Theorem.

A closer examination of the data in Table 5.10 illustrates the difference between the

currently proposed solution methodology and a methodology based on capturing the

unce.-tainty in the observed sample. Under the currently proposed methodology, the target

and target class under attack at 900 seconds before impact would be target # 3, a class 1

target because it receives more damage (Pk = .95) than any other target close enough to

receive any damage. But as can be observed as the predicted impact point becomes more

accurate, de actual intended target becomes target # 88, a class 2 target. The estimate of

the intended target and target class at 900 seconds would represent a misclassification.

From examining the data, it is obvious that some method is needed which can capture the

uncertainty in the observed sample.

The solution to the problem of describing the uncertainty associated with the sample

can be illustrated by returning to the example used earlier about the urn containing green

and red balls. Under the analogy, if the color of the balls in the sample which is drawn is

not completely known then current Bayesian analysis does not yield a result. This

condition happens because under traditional applications, the sample is treated as having

discrete states. It either is a red ball or it is a green ball, not a 30% green ball and 70% red

ball. Uncertainty about the color of each ball leads us to having uncertainty about the

sample. There are several samples possible and therefore there is a distribution associated

with getting a particular sample.

In this research, the exact outcome of the observation of a particular warhead is really
not known. Classifying it as attacking a class 1 target or a class 2 target ignores too many

of the complexities of the problem. Since each warhead's intended target cannot be

quantified as class 1, 2, 3, or 4, then the observed sample cannot really be measured as 7

warheads attacking class 1 targets, 4 warheads attacking class 2 targets, I warhead
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attacking class 3 targets, and 3 warheads attacking class 4 targets. The sample really has

probabilities associated with the number of warheads assessed as attacking a specific target

class. In other words, each of the Xs have a probability distribution associated with them.

Seven warheads attacking class 1 targets cannot in reality be observed. But in principle, a

probability distribution that the real sample has 0, 1, 2, 3,... 15 warheads attacking class I

targets can be constructed.

This constructed distribution is used to weight the sample information contained in

Table 4.2. That tabel contains "values" of P(Ox) which must be weighted by the

probability that a particular value of x has been observed. Instead of using a single column

of Table 4.2 to update the prior probabilities of 0, several columns will be used with each

column being assigned a specific value of the weighting function.

This technique does not provide a purely straight-forward mathematical treatment of

the problem but it may be the only way to capture the complexities of the problem. When

the accuracy of the radar is such that many targets are in the area of possible targets, a sim-

ple application of Bayes' Theorem does not produce a correct estimate of the intent. The

simple application of Bayes' Theorem ignores too many of the complexities of the problem.

This research has not discovered a way to mathematically represent the essential factors of

the problem. The next sections present the results obtained given the methodology pro-

posed in chapter IV. Some of the experimentation could not be accomplished due to the

inability of the methodology to generate a good estimate of intent when the radar

uncertainty was large.
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Results of Sub-objectives

Results obtained through experimentation as part of the research will be presented in

this section for each sub-objective. There were four sub-objectives which when met will

satisfy the overall research objective. Not all of the sub-objectives could be completely ac-

complished due to the inability of the methodology to perform under high radar uncertainty.

The inability to meet the last sub-objective did not adversely affect the results of the re-

search. The failure of the methodology to perform in a high radar uncertainty environment

was made worse by the closeness of the targets which were randomly picked from the tar-

get data base. However, to present a fair evaluation of the methodology, the same attack

scenario was used in most of the analysis. Some sensitivity analysis was conducted using

different attack scenarios. The different attack scenarios were also randomly drawn from

the target data base.

MOE Sub-objective. The first sub-objective was to develop a measure of ef-

fectiveness (MOE) which could be used to evaluate a prospective methodology for deter-

mining the intent of a limited nuclear attack. The measure of effectiveness which was de-

veloped by this research was a "correctly-classified" rate. The idea for this MOE was de-

veloped from the confusion matrix used in multivariate analysis. Typical results of one of

the runs in the experimentation appear in Table 5.11.

This MOE is easy to calculate and easy to display but it does ignore one vital aspect of

the problem. This MOE treats all targets of a class as though they were the same target. If

the methodology determines that the intended target is Beale Air Force Base but the actual

intended target is Castle Air Force Base, then the methodology counts this as a correctly

classified target because they are the same class of targets. The MOE percentage will be

affected only when the misclassification involves a different class.
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TABLE 5.11 Sample Results of MOE

Predicted Target Class

Actual Tgt Number 1 2 3 4
Class of warheads

1 5 6 0 0 0
2 4 0 4 0 0
3 3 0 0 1 0
4 3 0 0 0 41
Percentage of targets correctly classified = .9333

In defense of this method for calculating a MOE the question can be asked, "Does it

matter which class 3 target they were trying to hit as long as the methodology correctly

determines that a class 3 target is under attack?" Since the data will be reported to CINC

NORAD by class of targets, the misclassification within the class is really irrelevant.

Another point in defense of the MOE is that it represents a much better measurement of the

methodolog's attempt to classify targets than any other method which was investigated.

The only other approach would have been to keep track of the actual intended target

of each warhead and compare the determined target against the intended target and calculate

a correctly classified percentage from that information. This approach would have been a

little more difficult and probably would not have yielded an MOE value much different than

the one already being obtained through an easier approach. Therefore, the MOE as

developed will be accepted here as the best measure for evaluating th ability of a

methodology to determine the intent of a limited nuclear attack. The MOE is a surrogate

measure for the confidence level of the results. The higher the MOE, the more confidence

should be placed in the estimates of intent generated by the methodology. As seen earlier in

this chapter, an MOE of 75% or below does not yield good estimates of the intent of the

attack.
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Sensor Accuracy Sub-objective. The second sub-objective was to find the

sensor accuracy needed to enable the missile warning system to provide attack

characterization at the 75, 90, and 98% correctly classifed levels. This sub-objective was

met by applying search procedures to the problem. The radar parameters were improved

until each correctly classifed level could be met. The search began with the current radar

accuracy which is shown in Table 5.1. Ten runs were accomplished at each radar setting to

obtain an average value because each run of the model is not a unique outcome. The final

results are presented in Table 5.12, Table 5.14, Table 5.16, and Table 5.17.

TABLE 5.12 Experimental Runs for 75%

Correctly Classified Level

Run # MOE

1 0.7333
2 0.8000
3 0.8000
4 0.7333
5 0.8000
6 0.7333
7 0.7333
8 0.7333
9 0.7333

10 0.7333

Avg 0.7533

75% Correctly Classifed Level. The results shown in Table 5.12 were

obtained by evaluating the current radar accuracy. These results show that by using the

proposed methodology without any improvements in radar capability, the current attack

warning and characterization system could classify 75% of the warheads correctly. As

previously discussed, the estimates of the proportions of the attack which were intended for

each specific class of targets are very inaccurate at the 75% correctly classifed level. Using

the present day radar accuracy and the methodology as proposed would produce results
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which would not be a very reliable source on ,vhich to base a response decision.

I lowever, the results do ofler an improvement over what is cunently available to CINC

NORAD and his advisors. Developing an improved methodology theoretically based on

Bayes' Theorem as discussed in earlier sections of this chapter could significantly improve

the results without an increase in radar accuracy. This possibility encourages further

research in finding or developing an improved methodology.

90% Correctly Classifed Level. In order to obtain a higher correctly-

classifed rate using the proposed methodology, the accuracy of the radar had to be

improved. After a search of possible settings of radar accuracy parameters, the parameter

values as shown in Table 5.13 were found which yield the desired correctly-classifed level.

TABLE 5.13 Radar Accuracies for 90%MOE

(one-sigma values)

PARA.M ,ITFR ACCURACY

x 10.0 meters
Y 10.0 meters
Z 10.0 meters
V, 6.0 meters/sec
VY 2.0 meters;see
Vz  6.0 meters/sec

These radar accuracy levels would yield a correctly classifed rate of 90%. At this

level, the confidence that a decision maker could place in the estimate of the proportion of

the attack which is a specific target class would begin to be fairly reliable. It should be

recognized that the radar parameter values given in Table 5.13 represent only a guideline

from which to design the radar. The actual values of accuracy could be different for each

parameter and the same correctly classifed rate could be attained. Some analysis has been

conducted in the past to determine the correlation between the various radar parameters

1281. It might be true that the same radar accuracy can be attained by only changing the
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salLe of oneC or two% 0of thle Parameters. The analy sis of' the correlIatilon between the radar

paramecters wxas bcyonC' the scope of this research. The results f'rom the ten runs of the

experiment at the accuracy values in TFable 5.13 are shoss n In Table 5.14.

TABLE 5.14 Experimental Runs f'or 90%
Correctly Classified Level

R 111 # NME

1 0.8067
2 ~0.9333l

3 0.9333
4 0.8333

5 ~ 0.9333
0 0.9S33
7 0.9 133
8 0.8067
9 0.9333I

10 0.8667-,

A vg 0.9033

TheC leCvel of acc uracy nee~ded to gIVe a COrreCtl IC LasIN 1cd raI'c of 90%, i S tchn111icallyI

isible. Discussions with Mr. Larry 1111 ard. a trajctr anals st at Vorci en Technoloov

Divisioni at WrIght-Patterson t\E13.revealed that iruc rdrs\tesaebeing1

developed which do po~ssess the actracN ncessars it) meet the11Cccain of 'Fable

5. 13 1281. T1he results of'this ana ssugs that ol crt in prp o cd radar ace aracs\ and

usling thlepropo-sednmethlodoloes', a f'airl reliable of So'.ict intent IoldM be obtained f'rom

attack warnlig and characterization data.

98%7 Correctly Classifed Lc~ ci. Scarching- for the radar accurTacy-

necessary to yield a 98%, correctly classif-ed level proved to be impossible. .No amountt of-

itu provemnent in radar accuracy wkas lo0und whchswuld yield a 98'.; correctly classifed

rate. 'Fable 5.15 presents the vaIlues of'the radar aICCuraI'c\ paraeter \%. hCwer attemptedl

first to mieet the desired con-ectly classiled rate.
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FABLE 5.15 1st Radar Accuracy Attempted for 98% NICE
(one-sigmra values)

PAR.\NIFTR ACCURACY

X 5.0 meters
Y 5.0 meters
Z 5.0 meters

V, 3.0 meters/sec
VY 1.0 meters/sec
V'Z 3.0 meters/sec

TABLE 5.16 Experimental Runs for 98%/'

Correctly Classified Level, I1st Attempt

RuuI # NIOE

1 0.9333
2 0.933
3 1.0000
4 0.8333

5 0.9333
6 0.9333
7 0.9333
8 0.9333
9 1 .0000

10 0,9333

Ag 0.9366

Since the level of radar accuracy in Table 5.15 did not yileld thle desired corrctly classifed

rate, thle radar was improv.ed. to the point of having no error in thle data introduced as a

res'ult of'radar meiasuremnent. This situation equates to the 'perfecct information" condition

khere the only uncertainty in the data is clue to thle missile CEUP. The missile CEP was set

at 300 meters for all of the experimientation under this sub-objectiv~e. Table 5.17 presents

thle results obtained under perfect information.
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TABLE 5.17 Experimental Runs for 98%

Correctly Classified Level, Perfect Information

Run # MOE

1 0.9333
2 0.9333
3 1.0000
4 1.0000
5 0.9333
6 0.9333
7 0.9333
8 0.8667
9 1.0000

10 1.0000

Avg 0.9533

These results show that due to the complexities of the problem, that is, some targets

positioned collateral with one another, the desired correctly classifed level of 98% could not

be attained using the proposed methodology. These results provide the motivation for

continued research in finding a improved methodology which could more accurately

determine the intent of the Soviet limited nuclear attack. A high degree of confidence is

needed in intent determination for obvious reasons. The cost of misinterpreting the intent

of the attack could have catastrophic effects on the outcome of a nuclear conflict.

Sensitivity Analysis on Radar Accuracy. The changes in the values of the

MOEs obtained at the different accuracy levels suggest that the percentage of targets

correctly classifed under the methodology is sensitive to the accuracy of the radar. A

sensitivity analysis was conducted by running an experiment at sx different levels of

accuracy. The results of this experimentation are contained in Appendix M. To illustrate

the affect of radar accuracy on the MOE, Figure 5.5 shows the change in the NIOE over

time at the six different levels of accuracy. The levels of radar accuracy are defined in

Table 5.18.
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TABLE 5.18 Radar Accuracy Levels
(one-sigma values)

PARAMETER ACCURACY
Level I Level 2 Level 3 Level 4 Level 5 Level 6

X meters 25.0 20.0 15.0 10.0 5.0 0.0
Y meters 25.0 20.0 15.0 10.0 5.0 0.0
Z meters 25.0 20.0 15.0 10.0 5.0 0.0
V, meters/sec 15.0 12.0 9.0 6.0 3.0 0.0
Vy meters/sec 5.0 4.0 3.0 2.0 1.0 0.0
V, meters/sec 15.0 12.0 9.0 6.0 3.0 0.0

The results of the sensitivity analysis indicates that the percentage of targets correctly

classifed, the MOE, is sensitive to the accuracy of the radar. As the radar improves, the

MOE generally increases. This result substantiates the a priori belief concerning the sensi-

tivity of the MOE to radar accuracy. The significance of this substantiation is that intent

determination can be improved through radar accuracy improvements using the meth-

odology as proposed.
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Figure 5.5 Radar Sensitivity
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CEP Sensitivity Sub-objective. This sub-objective analyzed how missile

accuracy affects attack characterization. This sub-objective was accomplished by con-

ducting the experimentation at four levels of missile CEP which are defined in Table 5.19.

The results of the experiment are contained in Appendix N and illustrated in Figure 5.6.

TABLE 5.19 Missile CEP Levels
(meters)

CEP
Level 1 Level 2 Level 3 Level 4

CEP (meters) 900 600 300 0

The results in Figure 5.6 illustrate that the MOE is not significantly sensitive to

missile CEP up to 900 meters. Soviet CEPs have been reported many times since the mid

1970s as being better than 900 meters [14: 1641. By using 900 meters as one of the levels

of the sensitivity analysis, the most severe test conditions have been applied to the

experiment. Level 4 CEP is set at zero meters meaning that the reentry vehicle would

exactly hit its target every time. The interesting result to note here is that even with 0 CEP,

the best intent prediction that can be made is 86.7% using the proposed methodology. This

result illustrates explicitly the problem described in Chapter IV with using the methodology

as proposed without any weighting function applied and given the closeness of some of the

targets. The CEP sensitivity analysis was performed with the radar accuracy at the values

which yield a 90% correctly classified rate at 300 CIlt for missile accuracy.
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Figure 5.6 CEP Sensitivity Analysis

From Figure 5.6, it can be determined that the percentage of warheads correctly

classifed is not significantly affected by CEP. Under any four of the CEP levels, the

percentage of warheads correctly classifed varies mostly between 73.3% and 86.7%. No

particular setting of CEP. especially the zero error level, shows any particular improvement

over the other settings. The reason for this result is that most of the uncertainty in the

attack warning and characterization problem is due to the radar measurement error not the

missile flight dynamics error. The error at the 6 minute point prior to impact is still a few

thousand meters as a i,:sult of the radar and only a few hundred meters as a result of the

missile CEP.

Time Sensitivity Sub-objective. This sub-objective's purpose was to

determine if the "optimal" time could be found where the cost of a misclassification was

equal to the cost of waiting for better information. At the point where the two costs are

equal, the total costs due to the two factors is minimized. The essential aspects of this
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objective can be represented as in Figure 5.7. The costs due to waiting for better

information increases drastically at the 6 minute point prior to impact because beyond that

time the strategic forces would not be able respond before they were in jeopardy of

destruction from the enemy's weapons.

cost

Cost of Waiting

\\ Total Cost

NI

Total Cost of Misclassifications

6 Min.

Time

Figure 5.7 Time Sensitivity Analysis

Unfortunately this sub-objective could not be accomplished due to the inability of the

methodology to correctly classify warheads at the 98% level .hich was the stated level of

performance in the objective. Another important reason for not being able to obtain this

sub-objective is that there is too much still unknown about capturing the uncertainty

associated with the predicted impact points. Before reliable misclassification cost functions

could be constructed as shown in Figure 5.7, a much better understanding of the

uncertainties of the problem and how to quantify those uncertainties would have be be

achieved.
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This result means that, given the proposed methodology, no time before the 6 minute

point was found where a decision could be made that met the 98% correctly-classified

warheads criteria. This area again is one which is available for future research. Given a

better methodology for capturing the complexities of the problem, the cost of waiting for

more reliable information could be found and compared to the cost of misclassifying the

w,,arheads. The optimal time for making the decision concerning the Soviet intent could

thus be found by using a better methodology which resoloves more of the uncertainty in the

problem.

Attack Scenario Sensifivily. The final sensitivity analysis conducted was to

vary the types of attack and determine the effect on the percentage of targets correctly

classified. The sensitivity analysis was performed by choo×sing four different attack

scenarios. In each of the four scenarios, a different target class was exclusively attacked.

This meant that since there a-e only 15 targets in each of the third and fourth classes, every

target in those classes were attacked. The percentages of warheads correctly classifed

under each of the attack scenarios are presented in Table 5.20.

TABLE 5.20 Attack Scenarios

T.vpe of Attack
Class I Class 2 Class 3 Class 4

MOE(at 360 sec) 1.0000 1.0000 0.4667 0.7333

The results in Table 5.20 indicate that if the attack is either all city/industrial targets or

all conventional military targets then the proposed methodology performs quite well in

determining intent. I lowever, the intent determination becomes uncertain when the attack

is purely strategic targets or command and control or communications targets. The reason

for this result might be that class I and class 2 contain targets which are soft in comparison

to the other two target classes. When there are many targets in the area, the soft targets are
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easily killed and the methodology detects this condition rather easily. When the targets are

hard, the warhead has to land much closer to the intended target to record the same level of

damage. If the radar accuracy is poor, then there is a much higher probability that the

predicted impact point will be near a soft target, since there are more of them, than one of

the harder targets.

The worst results occurred when the attack was against class 3 targets. These targets

have the most hardness thus supporting the hypothesis that the harder targets will be

misclassified more often than the softer targets. When a misclassification did occur,

especially for the class 3 targets, the target class most often incorrectly chosen as the

intended target was a target from class 1. These results substantiate the claim that the

proposed methodology performs well enough when the uncertainty is low but when the

uncertainty is high either due to radar inaccuracy or closeness of targets, the methodology

fails to perform at an adequate level.

Summary

This chapter has presented the results of the experimentation and the analysis of those

results. Even though some of the experimentation could not be conducted due to the

inadequacy of the proposed methodology, the overall research objective was obtained. A

great deal of information was gained about the intent determination problem.

Unfortunately, the methodology developed was not robust when there was a large amount

of radar inaccuracy such as present in current systems. When the radar accuracy is

improved, the methodology performs adequately. Much more research is required to find a

usable methodology which can perform at desired levels given current state-of-the-art radar

systems. Some of the alternative methodologies presented in tie this chapter offer a good

place to start that research.
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VI. Conclusions and Recommendations

Overview

This chapter contains the conclusions derived from the results of the research effort

and some recommendations based on that research. Each sub-objective will be revisited to

extract the important lessons learned while conducting the experimentation. Then the

research will be evaluated to determine how well it met the desired outcomes identified in

chapter 1. The chapter will finish with recommendations for future research.

Overall, the research showed that a methodology could be developed which would

aid a decision maker such as CINC NORAD and his advisors in determnining the intent of a

limited nuclear attack. Unfortunately, the methodology did not prove to be robust when the

accuracy of the radar is poor. The methodology that was developed was to use Bayes'

Theorem to update the beliefs that a certain proportion of an attack was intended for each

specific target class. These beliefs or posterior probabilities were reported at thirty second

increments with the most importance report being the one at 6 minutes prior to the

warheads detonating. The 6 minute time limit is used because that is the minimum amount

of time for the U.S. to make a response to the nuclear attack.

Conclusions

The next few sections recap the results found under each ub-objective and then

analyze those results to draw conclusions. Some of the conclusions substantiate a priori

beliefs about some of the factors which affect the determination of intent. After the sub-

objective results and conclusions are presented, the research will be evaluated in terms of

how well it met the desired outcomes identified in chapter 1.
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MOE. The measure of eftectiveness developed to evaluate the methodology for

determining the intent of a limited nuclear attack performed adequately under most

conditions. The measure of effectiveness used was the percentage of warheads that were

correctly classifed according to intended target class. When the accuracy of the radar is

poor, the methodology converges to wrong answers for the estimates of the proportion of

the attack which is against each target class. This result is bad because it means that under

the current state-of-the-art radar technology, the methodology would not give a very

reliable estimate as to the intent of the Soviet attack. The solution to the problem of

providing reliable intent determination givca today's radar accuracies is to develop or refine

the proposed icthodology such that it is robust under the poorer radar accuracies.

Suggested methods for achieving this improvement will be presented in the

"recommendations for It ure research" section of this chapter.

Another way the proposed methodology, Bayesian analysis does not perform as

desired is that when the radar accuracy is poor, the measure of effectiveness inflates the

percentage of warheads correctly classified because it fails to detect a misclassification

when targets from the same target class are involved. This fallacy of the measure of

effectiveness was ignored during the research because the stated goal of the research was to

determine intent of the limited nuclear attack by estimating what proportion of an attack was

targeted against each target class. Misclassifications involving targets from the same target

class were irrelevant given the objective of the research. I lowever, a more realistic and

useful measure of effectiveness would have been one that accounted for the

misclassifications within target classes. With these facts in mind, the measure of

effectiveness, which was the percentage of warheads correctly classifed according to the

target class they were aimed at, met all the research requirements.

Radar Accuracy. The ability of the methodology to estimate the proportion of the

attack which is against a particular target class was sensitive to the radar accuracy and did
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not perform well when the radar was very inaccurate. The current state-ot-'he-art radar

accuracy equated to the poorest level of radar accuracy evaluated. The metiodology

COrTeCtly predicted the intended target class only 751,c of the time under current radar

accuracy. This result is significant because it illustrates the faic t that the c urent attack

varning and characterization system could not give a reliable cstitnate of- Soviet intent khein

the attack is limited and the targets at risk are in a target rich envirnoment. I lowever even

when the radar accuracy is poor, the methodology does provide a btter estimate of Soviet

intent than the current method of attack characterization. The resutls of the research

therefore do offer an improvement over the \way attack charactcrization and intent

determination is done now.

Values of the radar parameters were found which would correctl\ classify the

warheads in a limited nuclear attack 75, 90, 93, and 95% of the time. I'lnlfORtunatelv the

desired goal of 98% correctly classifed rate could not be met under any conditions. This

result illustrates the difficulty, in deconflictiug the warheads to dctermine \ hich trget was

really the intended one when the uncertainty is high due to the closcness of the targets.

CEP Accuracy. Sensitivity analysis was conducted on the CIs of the Soviet

missiles used in the attack. The attacking missiles were an SS- 18 and an SS- 19. The CEP

was varied from 900 down to 0 meters. The results show that changing the CEP does not

significantly affect tile ability of the methodologv to correctly predict the intended targets.

The significance of this finding means that the estimates of So\ie, CI1' that the U.S. is

currently using (300 meters for SS-lI and SS- 19) is more than adequate for determining

the intended targets of the attack. The finding also indicates that the I'.S. cstinate of

Soviet CEPs can be in error without adversely affecting the detcrmination of intent. The

reasons for this finding is that most of the uncertainty involved in the intent determination

problem is due to the radar inaccuracy and the positioning of the targets.
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'rime Sestvt nlss hspart of the resecarc h co uld io hobe c mduc ted duti

to no radar accuracy being available which could yield the neocssary 981 correctly

classified rate as stated in the sub-objecti e. Another important reason for being Unable to

accomplish this sub-objecti\ e inl addition to thle radar iceilrA'N, problo:1ins \k as that much

more work is needed inl thle area of' ackcuratecl% reflect iug" the nlCerftainK inl thle radar

estimates, of the impact polits. Tb is u ncertal-i u knecck to be clipttired be h Ire

i sclassihfcat ion cost functions, could he Collstrue~ted. Anlls Cilc inel\ li lil corr-cotI

classif'ed rate was desig-nated because thle pulipose of the stih-( bje tlctiv ws to determine if a

time existed before 6 minutes prior to limpac:t whlere anl cxtrenllI Icaclluratec est ilnate of the

Soviet intent could be determined. The discovery of suIch at time wkould have ,ikven the

U.S. decision makers. CINC NORA) aind the NCA. more timec to mIae thle alppropriate

response decisions.

At tack Scenario Sensit i ii% .\naNks. The attack Cleari \~ X C cr a iedll the

research to test thle effect of' having anl attack \\ h ich was at pti resirat c C\ (,ll\\.rha

intended for one specific class). The resuhs tof tis l\ si h(m d tha1t v.lcf h 11te10re

are soft sulchas a cit indtistri al target or a cono eional u11tIl tav tage tetitodologv,

performs extremely wvell in detertn in ing thle in1tent of' thle attaIck, 'henl thle targets are

hardened, the methodolo-y performaiznce is inadequate. When harder tairge2ts stich as, a

stra tegi c military target is intended, thle milsc lasilficatIonl that W,111t1 all v('(C rI', thalt thle

nearest soft target gets chosen as' thle Intended tar'et. Tl i re it Iliplies t hat ill addi t ( 1(t

a wveighting fuinction to accoutnt for radar inalccuracy, a igh In lunetnl lu ld be

Considered wh-ilchi accounts for the added tlicertaiiit\ due ito the: paTe liclir nilit f tairges inl

thle Impact area of the warhlead. If'there_ areV se \eral ',()It targtssro i idT1' In I C\\ llarder

targets, the methodology needs to be caipable of detcting thec intenlt it theC harider targets are-

thle intended targets.
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Decsired Outcomes
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aeuascould deli er (lhe 98'% correctI v-class fI1ed rae. Thi s result was, can sd h. the

inlahilitv ot, the propOsed IIethI-oIOnv to correctly clasifv the warheads, \\ Ititi thle tnes1<
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:aI-I arrnderstaldin of the attack as~e\\ntnt svAtci coNnd he gained h.\
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;)I blent.l 'Ihe C m o o)tco ,mes, tinder th I I innt Iia I treattment were tha I th a)c rhII ead eitheIr \k p

AW mycK i te paricular ar Lass A intRSt Or that it w s attacking one of the other target
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ate ts Iten tt d cterniunat I( I
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1k -omnciacon for etalp tei rea' Vi~ Rese r h )n1diii h eeih iwr

mq adciluiatel \ add ressed. These problems Coll t i I C topliCS for CII i research,.\al

disco% cijes NNere made dunring this rcscarch hut K\ answers were obtained. TIhe problem

of intent determination Ii the presenrce of' uncertainty is a muich more comiplicated problem

than originally anticipated.

Weighting FiliOctiUo. The 1irst oI these areas is, f-indill2 a \ehttCfunict In

%% hich can be used N,4 mni W~l\e Wi\ eWIMI ale r:1Ithn used to upJdate prior probabilities.

'Do \" ighti luictin ""A ud Wae Owi pi-,Ti'>II hkeine I-ci t') t unity \\ henl thle variance

it] til r~4aa ifii . I" !'. 11 l 'Ind4 d1fiiL'aI 1, 11 n it, %t hen lhe \ariilice is l()%k This

P~ljt\ I (th ~eit-2 anclt Ii Is dL-sir,1le [e~li te *rijn'C ot ie radar inlform-ationl

tiepii 'rpr abi hCkeIes mic oeieu cei~e timue, A\ dcisioii miiker need,, the feature

hs pri %,,hC!I ' I1.! "111it 11 I4.ll 11C tl~ it.'\\ iliia Iii hi'-'h and not

I!IL : 1114211 4w- m4h \i> LI\ lilt:(. 11 pu~is ' I en %O cI t ufeuiclc III the 1iif4)iiii1ii(411 is low.

' C CT CI C~ Ie It v~ i;)j): e" ~ c I, III eetuc f)I &iv iI '' Ii Is \iC I ii I fL uut4 IbuI1, ! IIhIt noI

;"I !,ir let IT I I,! W sec I t I4 ll C an 1 ,\ ntae (4\r t IIe I!tIiels. III add~itk~Ill. there! are

~' \ 4 \ 2i 1 ''111 c l ii CIV111 a 'Aeeiuue fiic itck i v in t ' \ en

ost of Additional hIhIorImlaIio)I. .\ntierara rIpe) 4kj rCC1 reeac isfui, thle

p nnIt .N lien tile beniefit 'aIfii fill Jddktifllial iiif-oi utation k' hick Is Mnole a CLnrate Is

uiii\eiuhedb the cItst )f %aitii I ner to make tile intent dhceritiiatioii dec,.. iIn. (;i\ en

a better al:~ikifor (lek.iiil~Iiit2- intenlt, there probably exists at point beore tile 0 miunte11

;~nwit prior to Impact " here the estmates ot intent are no loger chaignin h, a ignifcant

an1t(I'ntt Tbis poinut in time where the added benefit is of Is: by the addii 411 cost wonld
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be the optimal time for makii, a decision a, to Soiet in cnt. \\artin, lhn ,cr ,,ould not

1iiln any more understanding it woUld only vi e crews lcs, ti tUC trsp()d t() the threat.

I)eterrnination of Intent. The final area of research % hich could be pursued is

how to take the empirical estinatc of intent as identified in this research and combine that

with the non-empirical information which would he available for dcterminimmn intent. Tlcre

are other factors such as the world situation, previous militarv acti\ itv. inteleligence

in formation, and national policy which would ifffect the omerall detcrmination of Soviet

intent in a nuclear conflict. This research has, attCmlpIted to find a ver\' crncial pic,'e of data

in the overall problem of determining the intent of a limited nuclear attack. It was felt at the

beginning of the research that if an empirical cstilLate could be made of the proporion of

the attack wkhich is against each target class, lhcn l hc overall intent determination process

would be much easier. This goal was not fully realized but there is hope that future

research will provide that reliable etnpirical estimate of intent. Then a methodology such as
artificial intelligence embedded in a decision support svtem could be developed which

would combine all of' these aspects of intent determination to pro\ide a decision maker with

a good estimate of Soviet intent in a limited nuclear attlck.
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Appendix A Actual Target Base

T;" T GT TGT T (T TGT
11) CLASS LAT LON NAME

1 37.45 -122.1357 ALAMEDA
2 1 34.1413 -118.055 ALHAMBRA
3 1 33.2615 -117.5601 ANAIIEIM
4 1 38.3145 -121.2225 ARDEN
5 1 35.2013 -119.0436 BAKERSFIELD
6 1 34.1736 -117.5535 BALDWIN PARK
7 33.5419 -118.0458 BELLFLOWER
8 1 37.5608 -122.1627 BERKELEY
9 1 33.5333 -117.5714 BUENA PARK
10 1 34.1217 -118.2108 BURBANK
11 1 33.4954 -118.1619 CARSON
12 1 33,5436 -118.0339 CERRITOS
13 1 32.3255 -117.015 CHULA VISTA14 1 33.5329 -118.1447 COMPTON
15 1 38.0242 -122.0242 CONCORD
16 1 33.1119 -117.5856 COSTA MESA
17 1 17.3912 -122.312 DALY CITY
18 1 33.5804 -118.0722 DOWNEY
19 1 34.074 -118.0735 E. LOS ANGELES
20 1 32.50217 -116.5101 EL CAJON
21 1 34,1633 -118.0018 EL MONTE
22 1 38.1501 -122.0219 FAIRFIELD
23 1 33.392 -117.5527 FOUNTAIN VALLEY
24 1 37.3915 -122.0011 FREMONT
25 1 36.4715 -119.4706 FRESNO
26 1 33.5218 -117.5842 FULLERTON
27 1 33.4809 -117.5614 GARDEN GROVE
28 1 34.0834 -118.1132 GLENDALE
29 1 33.5537 -118.1932 HAWTHORNE
30 1 37.3537 -122.0604 HAYWARD
31 1 33.4059 -118,0023 HtUNTINGTON BEACH
32 1 34.0015 -118.2151 INGLEWOOD
33 1 33.0935 -117.4217 IRVINE
34 1 32.3711 -116.5639 LA NIESA
35 1 33.4907 -118.0432 LAKEWOOD
36 I 33.4531 -118.15 LONG BEACIt37 1 34.0149 -118.3321 LOS ANGELES
38 1 37.3841 -120.5847 MODESTO
39 1 34.0756 -118.0419 MONTEBELLO
40 1 34.1009 -118.0458 MONTEREY PARK
41 1 38.1812 -122.1738 NAPA
42 1 32.3727 -117.5734 NATIONAL CITY43 1 33.0605 -117.5709 NEWPORT BEACII
44 1 33.5845 -118.0519 NORWALK
45 1 37.4336 -122.1324 OAKLAND
4o 33.1306 -117.2106 OCEANSIDE
47 I 34.0324 -117.363 ONTARIO
48 1 33.2512 -117.4712 ORANGE
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49 I 34.1206 -119.1224 OXNARD
50 1 37.2728 -122.1045 PALO ALTO
51 1 34.1927 -118,0603 PASADENA
52 1 34.0442 -117.4712 POMONA
53 1 34.0529 -117.2853 RANCHO CUCAMONGA (CUCAMONGA)
54 1 33.4907 -118.2729 REDONDO BEACH
55 1 37.3114 -122.1633 REDWOOD CITY
56 1 38.024 -122.2202 RICHMOND
57 1 33.5706 -117.263 RIVERSIDE
58 1 38.2441 -121.3132 SACREMENTO
59 1 36.4533 -121.4711 SALINAS
60 1 34.0736 -117.1629 SAN BERNARDINO
61 1 32.44 -117.1112 SAN DIEGO
62 1 37.3712 -122.223 SAN FRANCISCO
63 1 37.2142 -121.5536 SAN JOSE
64 1 37.4136 -122.1224 SAN LEANDRO
65 1 37.3936 -122.2543 SAN MATEO
66 1 33.1541 -117.5556 SANTA ANNA
67 1 34.2549 -119.495 SANTA BARBARA
68 1 34.0634 -118.3636 SANTA MONICA
69 1 38.3032 -122.483 SANTA ROSA
70 1 34.1929 -118.5418 SIMI VALLEY
71 1 33.5843 -118.1205 SOUTH GATE
72 1 37.5342 -121.1424 STOCKTON
73 1 34.1149 -118.5213 THOUSAND OAKS
74 1 33.4828 -118.2001 TORRANCE
75 1 34.1259 -117.371 UPLAND
76 1 38.0631 -122.1518 VALLEJO
77 1 34.1622 -119.1644 VENTURA
78 1 36.2134 -119.1931 VISALIA
79 1 37.5844 -122.0456 WALNUT CREEK
so 1 34.0601 -117.5818 WESTCOVINA
81 1 33.4452 -117.572 WESTMINSTER
82 1 34.042 -117.572 WHIFIER
83 1 32.421 -114.3741 YUMA
84 2 37.4724 -122.193 ALAMEDA NAVAL AIR STATION
85 2 33.1748 -117.2148 CAMP PENDLETON MARINE CORPS BASE
86 2 35.4118 -117.4124 CHtINA LAKE NAVAL WEAPONS CENTER #1
87 2 36.3125 -1 17.3'43 CHINA LAKE NAVAL WEAPONS CENTER #2
88 2 32.3901 -117.0813 CORONADO NAVAL AMPIIBIOUS BASE
89 2 34.5922 -117.5138 EDWARDS AF AUX NORTI IBASE
90 2 34.5418 -117.53 EDWARDS AFB
91 2 33.1027 -117.4256 EL TORO MARINE CORPS AIR STATION
92 2 35.3247 -116.0746 FT. IRWIN MILITARY RESERVATION
93 2 33.4231 -118.1731 FT. MACARTHUR MILITARY RESERVATION
94 2 36.4232 -121.4407 FT. ORD MILITARY RESERVATION
95 2 34.3518 -117.23 GEORGE AFB
96 2 36.0005 -121.1309 HUNTER LIGGE-I MILITARY RESERVATION
97 2 36.2 -119.5706 LEMOORE NAVAL AIR STATION
98 2 33,4724 -118.03 LOS ALAMITOS NAVAL AIR STATION
99 2 38.4 -121.2354 McCLELLAN AFB
100 2 32.5212 -117.0836 MIRAMAR NAVAL AIR STATION
101 2 32.4942 -115.4012 NAVAL AIR FACILITY
102 2 37.5033 -122.1825 OAKLAND ARMY BASE
103 2 34.3811 -118.0439 PALMDALE PRODUCTION FLTITEST INSTLN
104 2 32.34 -117.0 42 REAM FIELD NAVAL AUX AIR STATION
105 2 38.2538 -121.231 SACREMENTO ARMY DEPOT
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l0 2 38.154 -121.553 TRAVIS AFB
107 2 33.4219 -117.4929 TUSTIN MARINE CORPS AIR STATION
108 2 34.0844 -115.5625 TWENTYNINE PALMS MARINE CORPS BASE
109 2 32.46 -117.1023 US MARINE CORPS RECRUIT DEPOT
110 2 32.42 -117.1242 US NAVAL AIR STATION NORTH ISLAND
111 2 36.3955 -121.5113 US NAVAL POST GRADUATE SCHtOOL
112 2 33.4116 -118.1922 US NAVAL RESERVE (LA)
113 2 37.4914 -122.1942 US NAVAL SUPPLY DEPOT
114 2 32.4431 -117.1502 US NAVAL TRAINING CENTER
115 2 34.0621 -117.4219 US NAVAL TRAINING CENTER (LA)
1 lo 2 33.1546 -118.0017 US NAVY HELICOPTER FIELD
117 2 32.384 -114.3523 YUMA MARINE CORP AIR STATION
118 2 33.0532 -114.2522 YUMA PROVING GROUND (ARMY)
119 3 39.0812 -121.2642 BEALE AFB (TANKER WING)
120 3 37.2248 -120.34 CASTLE AFB (BOMBER BASE)
121 3 37.5505 -122.0341 CONCORD (NUCLEAR WEAPONS STORAGE)
122 3 32.4246 -117.1117 CORONADO
i23 3 33.3852 -118.1389 LONG BEACH NAVAL SIPYARD (NUKE SItlPS)
124 3 33.5248 -117.153 MARCH AFB TANKER WING
125 3 38.3324 -121.1748 MATHER AFB (BOMBER WING)
126 3 34.0542 -117.14 NORTON AFB BALLISTIC MISSILE OFFICE
127 3 37.5122 -122.241 TREASURE ISLAND NAVAL AIR STATION
128 3 38.033 -122.2747 US NAVAL FUEL DEPOT
129 3 32.4212 -117.1304 US NAVAL RESERVATION (NUKE STORAGE)
130 3 32.4128 -117.0858 US NAVAL STATION (NUCLEAR SUBS)
131 3 33.4257 -118.0352 US NAVAL WEAPONS STATION
132 3 38.0715 -122.1238 VALLEJO BALLISTIC MISSILE SUB CONSTR.
133 3 34.4348 -120.3436 VANDENBERG AFB
134 4 39.0559 -121.2502 BEALE AFB (PAVE PAWS, GWEN NODE)
135 4 35.4851 -120.4409 CAMP ROBERTS MILITARY RES. (EW RADAR)
136 4 32.4712 -117.0256 CHOLLAS HEIGHTS (SAN DIEGO, EW RADAR)
137 4 38.2933 -121.4 101 DAVIS (EARLY WARNING RADAR)
138 4 38.2901 -121.4841 DIXON (SACREMENTO, EW RADAR)
139 4 34.5648 -117.2016 HINKLEY (EARLY WARNING RADAR)
140 4 32.3359 -117.0615 IMPERIAL BEACH NAVAL RADIO STATION
141 4 33.5429 -117.1408 MARCH AFB 15TtH AF, GWEN NODE
142 4 33.5804 -117.205 MIRA LOMA (EARLY WARNING RADAR)
143 4 37.2454 -122.0248 MOFFET FIELD NAS (EW RADAR)
144 4 36.4852 -119.4744 PINEDALE (G\WEN RELAY NODE)
145 4 34.072 -119.0636 PORT MUGU NAVAL AIR STATION (EW RADAR)
146 4 37.5026 -121.1609 STOCKTON (EW RADAR)
147 4 37.2406 -122.0457 SUNNYVALE (EW RADAR)
148 4 32.3428 -116.5838 US SPACE SURVEILLANCE STATION
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APPendix B Sample Attack Data

RV Launch Launch Target Target Time Target Target# Latitude Longitude Latitude Longitude Diff Class ID Code

1 56.40000 74.00050 38.40000 -121.2354 0.0000 2 992 55.33330 40.31350 33.54290 -117.1408 0.0000 4 1413 56.40000 74.00050 37.39150 -122.0011 0.0000 1 244 55.33330 40.31350 39.08120 -121.2642 0.0000 3 1195 56.40000 74.00050 37.55050 -122.0341 0.0000 3 1216 55.33330 40.31350 33.42190 -117.4929 0.0000 2 1077 56.40000 74.00050 32.42000 -117.1242 0.0000 2 1108 55.33330 40.31350 39.05590 -121.2502 0.0000 4 1349 56.40000 74.00050 34.35180 -117.2300 0.0000 2 9510 55.33330 40.31350 34.19290 -118.5418 0.0000 1 70I I 56.40000 74.00050 32.42460 -117.1117 0.0000 3 12212 55.33330 40.31350 34.43480 -120.3436 0.0000 3 13313 56.40000 74.00050 35.20130 -119.0436 0.0000 1 514 56.40000 74.00050 33.49070 -118.0432 0.0000 1 3515 56.40000 74.00050 38.29330 -121.4101 0.0000 4 137
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Appendix C Sample Output of Predicted Impact Points

LATITUDE OF LAUNCII: 56.40000000000000
LONGITUDE OF LAUNCI1: 74.00050000000000
LATITUDE OF TARGET: 38.40000000000000
LONGITUDE OF TARGET: -121.2354000000000

ACTUAL LATITUDE OF RV AT IMPACT IS: 38.56578238181829
ACTUAL LONGITUDE OF RV AT IMPACT IS: -121.1922821907520
TIME TO IMPACT IS: 904.5148988346736

ACTUAL LATITUDE OF RV AT IMPACT IS: 38.44409231543660
ACTUAL LONGITUDE OF RV AT IMPACT IS: -121.2472378932810
TIME TO IMPACT IS: 874.5148988346736

ACTUAL LATITUDE OF RV AT IMPACT IS: 38.34100768451214
ACTUAL LONGITUDE OF RV AT IMPACT IS: -121.2951994820404
TIME TO IMPACT IS: 844.5148988346736

ACTUAL LATITUDE OF RV AT IMPACT IS: 38.43706405072093
ACTUAL LONGITUDE OF RV AT IMPACT IS: -121.2138246075773
TIME TO IMPACT IS: 814.5148988346736

ACTUAL LATITUDE OF RV AT IMPACT IS: 38.53097573751211
ACTUAL LONGITUDE OF RV AT IMPACT IS: -121.1853836996317
TIME TO IMPACT IS: 784.5148988346736

ACTUAL LATITUDE OF RV AT IMPACT IS: 38.27818018889785
ACTUAL LONGITUDE OF RV AT IMPACT IS: -121.2508715539503
TIME TO IMPACT IS: 754.5148988346736

ACTUAL LATITUDE OF RV AT IMPACT IS: 38.39944678354740
ACTUAL LONGITUDE OF RV AT IMPACT IS: -121.2713894423914
TIME TO IMPACT IS: 724.5148988346736

ACTUAL LATITUDE OF RV AT IMPACT IS: 38.47319575173736
ACTUAL LONGITUDE OF RV AT IMPACT IS: -121.1903970585251
TIME TO IMPACT IS: 694.5148988346736

ACTUAL LATITUDE OF RV AT IMPACT IS: 38.39523938598292
ACTUAL LONGITUDE OF RV AT IMPACT IS: -121.2270205331659
TIME TO IMPACT IS: 664.5148988346736

ACTUAL LATITUDE OF RV AT IMPACT IS: 38.43574240910530
ACTUAL LONGITUDE OF RV AT IMPACT IS: -121.2345883828306
TIME TO IMPACT IS: 634.5148988346736
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ACTUAL LATITUDE OF RV AT IMPACT IS: 38.42901808781028
ACTUAL LONGITUDE OF RV AT IMPACT IS: -121.2687393289709
TIME TO IMPACT IS: 604.514S988346736

ACTUAL LATITUDE OF RV AT IMPACT IS: 38.44296874930859
ACTUAL LONGITUDE OF RV AT IMPACT IS: -121.2037569086552
TIME TO IMPACT IS: 574.5148988346736

ACTUAL LATITUDE OF RV AT IMPACT IS: 38.52841783164620
ACTUAL LONGITUDE OF RV AT IMPACT IS: - 12 1.2230863441706
TIME TO IMPACT IS: 544.5148988346736

ACTUAL LATITUDE OF RV AT IMPACT IS: 38.42307923827648
ACTUAL LONGITUDE OF RV AT IMPACT IS: -121.2333726091480
TIME TO IMPACT IS: 514.5148988346736

ACTUAL LATITUDE OF RV AT IMPACT IS: 38.38672214101553
ACTUAL LONGITUDE OF RV AT IMPACT IS: -121.2574968375015
TIME TO IMPACT IS: 484.5148988346736

ACTUAL LATITUDE OF RV AT IMPACT IS: 38.39570383985043
ACTUAL LONGITUDE OF RV AT IMPACT IS: -121.2110788715076
TIME TO IMPACT IS: 454.5148988346736

ACTUAL LATITUDE OF RV AT IMPACT IS: 38.37343059277773
ACTUAL LONGITUDE OF RV AT IMPACT IS: -121.2509671765995
TIME TO IMPACT IS: 424.5148988346736

ACTUAL LATITUDE OF RV AT IMPACT IS: 38.40901929375052
ACTUAL LONGITUDE OF RV AT IMPACT IS: - 121.2545598561335
TIME TO IMPACT IS: 394.5148988346736

ACTUAL LATITUDE OF RV AT IMPACT IS: 38.45322769352913
ACTUAL LONGITUDE OF RV AT IMPACT IS: -121.24828974242,211
TIME TO IMPACT IS: 364.5148988346736

ACTUAL LATITUDE OF RV AT IMPACT IS: 38.43324597494245
ACTUAL LONGITUDE OF RV AT IMPACT IS: - 121.2151769850445
TIME TO IMPACT IS: 334.5148988346736
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App ncdix 1) SImplC Output of I'lrObJ!li:v Of Kill

RV T(T TGT INTIENI)I) 1)ISTANCI, TIME I'ROB O1
# ID CLASS CLA SS KIL.L

3 1 1 1 19263.7934 887.4788 0.0467
3 1 1 1 16398.5759 857.4788 0.1222
3 1 1 1 16348.5390 827.4788 0.1241
3 1 1 1 15799.6717 797.4788 0.1464
3 1 1 1 14114.5945 767.4788 0.2340
3 1 1 1 10946.5413 737.4788 0.4876
3 1 1 1 15722.6325 707.4788 0.1498
3 1 1 1 15620.9035 677.4788 0.1543
3 1 1 1 15255.9915 647.4788 0.1714
3 1 1 1 19454.4858 617.4788 0.0436
3 1 1 1 18068.7670 587.4788 0.0711
3 1 1 1 14457.3409 557.4788 0.2137
3 1 1 1 12241.4111 527.4788 0.3697
3 1 1 1 16645.2745 497.4788 0.1132
3 1 1 1 14498.8247 4674788 0.2113
3 1 1 1 15719.6447 437.4788 0.1499
3 1 1 1 11629.8759 407.4788 0,4233
3 1 1 1 12367.1661 377.4788 0.3593
3 1 1 1 10894.0687 347.4788 0.4927
5 1 1 3 17293.3539 885.3090 0.0921
5 1 1 3 12616.9549 855.3090 0.3391
5 1 1 3 16240.1103 825.3090 0,1283
5 1 1 3 14983.4843 795.3090 0.1850
5 1 1 3 15492.6664 765.3090 0.1602
5 1 1 3 8006.9659 735.3090 0.7907
5 1 1 3 15784.8019 705.3090 0,1471
5 1 1 3 17567.8210 675.3090 0.0841
5 1 1 3 8056.1419 645.3090 0.7859
5 1 1 3 10096.5965 615.3090 0.5732
5 1 1 3 14039.4454 585.3090 0.2386
5 1 1 3 14396.5568 555.3090 0.2172
5 1 1 3 11156.1690 525.3090 0.4674
5 1 1 3 12507.4488 495.3090 0.3478
5 1 1 3 5642,0616 465.3090 0.9597
5 1 1 3 9398.6175 435.3090 0.6470
5 1 1 3 10120.6853 405.3090 0.5707
5 1 1 3 16213.0408 375.3090 0.1294
5 1 1 3 16537.1713 345.3090 0.1171
6 3 1 2 23412.9675 849.8364 0.0102
6 3 I 2 18332.8529 819.8364 0.0649
6 3 1 2 18330.4371 789.8364 0.0650
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6 3 1 2 18403.1303 729.8364 0.06346 3 1 20607.9924 699.8364 0.02866 3 1 12701.2956 669.8364 0.33246 3 1 2 10002.323 639.8364 0.5S316 3 1 2 16S 39.47()0 609.83(4 0. 10056 3 1 2 23794.2414 579.8304 0. 0)6 3 1 2 8480.4537 549.8364 0.74356 3 1 2 11148.5358 519.8364 0.46816 3 1 2 18569.0703 489.8364 0.05986 3 1 22323.6645 459.8364 0.01516 3 1 2 19045.9376 429.8364 0.05056 3 2 10822.3614 399.8364 0.49976 3 1 2 9618.8454 369.8364 0.62366 3 1 2 20862.6974 339.8364 0.02601 4 1 2 1456.4093 874.5149 0.20781 4 1 2 6988.5217 844.5149 0.88031 4 1 2 13639.8422 814.5149 0.26431 4 1 2 24271.3461 784.5149 0.00761 4 1 2 4733.8721 754.5149 0.98541 4 1 2 10356.4023 ,24.5149 0.54641 4 1 2 17854.9644 694.5149 0.0764
1 4 1 2 8980.4700 664.5149 0.69144 1 2 13513.2941 634.5149 0.27291 4 I 2 13347.8418 604.5149 0.28441 4 1 2 14368.6188 574.5149 0.21881 4 1 2 23770.8459 544.5149 0.00901 4 1 2 12102.5179 514.5149 0.38151 4 1 2 8585.1408 484.5149 0.73271 4 1 2 9077.6525 454.5149 0.68111 4 1 2 7002.6151 424.5149 0.87921 4 1 2 10868.1802 394.5149 0.49521 4 1 2 15578.4920 364.5149 0.15621 4 1 2 13210.8994 334.5149 0.294115 4 1 4 17257.5074 875.8157 0.09315 4 1 4 232 19.4999 845.8157 0.010915 4 1 4 16058.4178 815.8157 0.135615 4 1 4 17582.5448 785.8157 0.083715 4 1 4 13348.2059 755.8157 0.284315 4 1 4 23557.4831 725.8157 0.009715 4 1 4 19860.7155 695.8157 0.0376
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A ppeldjx EK sour-e C'kh., for Simu lid *\tu~ck

I'OGRAM MAIN
DIMNENS ION NSETl)I(kmo

I.NCRDR,NPIRNT'NNR'NNNSIl,NU'I'.f1SS) lUo)SSI.) I(9(iiNl XlI,( )WNN j))
C()%I%()N QsET- ()0u( (
l QL'IVALENCE)N'SL17I ).QSII FI)
NNSET= 10000
NCR D R = 5
NPRNT=6
NTATPE=7
NPLOT-2
CALL SLAM
STOP
1END

C
C
C

SUBROUTINE EVENT, I)
GO TO (1.2).1

I CALL LOADDATA
RETURN

2 CALL PICKIT
RETURN
END

SUBROUTINE LOADI)ATA
DIMENSION NSELTI)(o)

COMMON SCOMW TI)Iv111'9))~ wII lNI.S INLI
I.NCRD)R.NPIRNT,NNRI. N.NNSl~lNT USS IuSI\(,NLVNU.N ()

C

0Il N (9, FI LE 'AYV-IACIK DAT.DA, I".S 'AILVS. VNKN( IWN)

ATRIB(7).ATRIB{'))
RETURN
END

SUBROUTINE PICKTGT
DIMENSION NSET( 1000((9

COMMO%1N/SCOM I, ATRI 101)1.0))) () (.)1. 10), D ))I'N( W, I M AM VSI'NCR
I ,NCRDRNPRNT,NN'RUN,NNSf l,N'I'AIl.SS) I O)uSsl( I )0IN:\IN()\,N(199

INTEGER J,K,L

K = INT(ATRIB(8Xn
ATRIB(9) K
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{)IN( 15[:I=II'R<I I .I),.VI",SIA 1 ISN l.[)}

D)O 10 J-IK
I 3 .LE. K) I I.NR[-A D IS,* ),.\'I I I[t ,7 '. 1\1 I -1), ..%I l\ I t I

ENDIF
1 O (()NTIN'E

REWVIND I
ATRIBI) = L
R -TVU N
END



G; LN,R 13 V IN S,'TGT'I llA.SLE.!! I s1. Y LS.\ )A.Y SV ),)' iS,-:2
LMN ITS. 1. 10, 150:
St FDS,72542WnRI.5O9Qv~3%I3mj2514):
NP IWORK,

HJNST SET OF WARI iI:AIS (I-MNERAI11d)

ACT;
ASSIGN.ATIR IB(' So m.((:

ASS( N.AT I 3)74.0 05;

ACTE
Ac' V)I-NP)

SMC NS 1 ( "Old(~ MSRAEWH

ACM ,) 0. R

.NSSIGN.ATRIB21  5511

.-SSIG-N.AiFR113 .4 0.;13 5
ACT

ACT 1-0.501A RI3:
ANCT I ,.(.23,( )ll)
ACT I.R.0 IMSINT:
ACT 1-..0I.CC:

PICKSTHIP ARGE! IT M)N (M! M: TH M IY INDLAIRILOTARCEYS

PRII ASSIGN.ATRIB7 1:7
ACT;
GOO, I
ASS IGN.ATI Bti S ) Li MIR! 1
ASS IGN,ATR IB()

ACT:

iI('KS IKE T,\RG&E.i 1R(),% ONE OF 1FMERILT YTA16-T

ASSI GN. TR111i8)- A RI 11(N 5:
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ACI .. .1 11.

svRI ASSIGN-AIIA4, V
ACT;

ASSIGN,-\RI4iSI t NII'R .
ASSIGNATRIMIS) -AIRIl3,WI5.
A S SI GN, ATRI R B S) IA"IR I It ) , I
ASSION-ATRIBl' i AIRIB', - I':

lICKS THEl TARGET [I)I (Nl: (TILL1 RIFI (NA M DAIM.\\I AND (AM I\ RI i I

ACE,
CGOON, I-
ASSIGN.AIRMl3 1  - NI RM;I.11.A;
ASSIGN.ATRIB(SI ATRIBh,),5:
ASSIGN, ATRIBISI AIRI13oSI 1:
ASSIGN. ATRI Bk8) ATRZIBk ) 13:
ACT;
LVENT,2;
ACT ... FI-vu;

HITL EVENT.I
'LiRNI TE[-R,\1,15
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.\ppundix F souic~ C(uJC tor Traljcc:tofr Sin111u1ition IPim-iam

(N1 R~1i etB I

*HRC- RP6ZP/.S\ )

1)A!INI 12 AI I 1<2Y>AI!. A 3)-I -lN T 10

DA .SIA I I~ I k1Al

1)Si i 1)2 -,I2 4 Yr ;,

(WEINtI S.FILL: INIIS 1.A ).I '.i A\I s NlAk
DO 4M N1.15

fIAPI -1.0
STEP =30.0

cc= .99
NIAXIT = 10
SOL 'S

SF - 1.0

PKI N1*.LATIT1I )L O F- TARGUI. .I I

PRI NT*
No 0 0. 0
Y () -0.0J
tO 0.0
VV() --0.0)
Vy(00 ()
V/() 0.))

Tof 0F(.0

MI!1110 00

I I RI



SNMA = 03781 35.0)
AA =SIA**2

BB SNII**2
EE I.- BAA
SS =STEP

IF (LONI .LT. 0.0) THEN
LONI = LONI ,360.

ENDIF
LATL = LATLRTD
LONE LONL'RTD
LATI =LATI, RT[D
LONI LON1ITD

= (UNERATE INITIAL STATE %ECTOR

IF (IIAPI .LT. 0.0 AND. SQL .EQ.'5') MIAXAP -
CALL IS~vEC( XO,Y'O.ZO,.VXOVY'O,VZO,REL.LATL,L2, NL.1 IAI'II1..\T]I,()NI.TI F

S START SE.*RCIIING ON ESTIMATED) \XO.V1YO,VZO

I 1,L " 1IGI IlING %IA 1'1%I\

WiIJ) I 50**2

" t3.3 1 .. (.0003 R-I Dr 2
DO I J=1.3
[DO I K-1,3

I F (J NEF. KA' t .K
I CONTINUE

INTEGRATE TO APO(;I-T

CALL INTAPGpO).X( .Y( )Z(A ).Xo,\Y( ).VZO,STLIP.AP'OG')
CALL ]NTIAPGI .X( .Y)( ).\ X( ) YO(.V'ZO.'-IN'APOG \' 'X)
CALL INT'*AP& 12,Xo()Z,OO.X ).VY'( ).ZO.STILRAPOGVY' )
CALL INTIAPIG 3.X( )Y().i.( ,V'Xo )O.VZO. STLP.IAPOGV'Zj

APRES - FIAPNI - AP()G

C (ALCULATE PARTIALS I OR AI'(11.;IL NU.NIFRICA[.IY

PAP1PVX = jAPOGVX - AP G .I
PAPI'VY -( AI'(iGVY - AP( )( ).i
PAPIPVZ (APOCJVL - A'O(;). .1
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* 116R.ATE- TO[IMPACT

CALL IN'111()rNO,)O.OC vXO,\ 'OXZOSTEP,LAT,LON,TOFRNG,SOL-)
('NEL I NTI%11)(1, ,X0,Y'O.VXO V YO.V'ZOSTIEP,LATVX, LON VX,TOf:P, R NG.SOI,)
CALL INTIMP)l'2,X( ).Y0.XO,V'XO,VYO.VZO,ST'EP,LATVY,LONVY,TOFP-1,RNG,SO.
('ALL IN TI %I1'3. XO.Y.ZO. VX0.VYO, VZOSTFEPLATVZ, LON VZ,TOFP,R N GSo,)
LATR ES LATI - EAT
LONRES =LONI - LON

* CLCUATEPARTIAL.S FO)R IMIPACT NUMERICALLY

1PI.AlPVX =-V\ LAT) .1
PLAJIVY = LATVY - LAT) .1
PLAP\1 - LAPYV - AJ1
PLO)PX (LONVX - EON .1

YI)V~ (1,)N \Y - 1,()N . I
PIOP'Z- (L()NVL - [O).

*FIlLMNATRICEES F(OR [EFAST SQL ARES CORRECTIONS

AIJ) = PAPPVX
A()1,2) = PAPP'VY
A(1,3) = PAPPVZ
A(2,1) =PLAP\VX
A(2,2) = PLAPVY
A(2.3) = PLAPVZ
A(3.1) =PLOPVX
A(3,2) = PLOPVY
A(3,3) =PLOPlvZ
B(I) = APRES
B(2) = LATRES
B(3) = LONRES
DO 20 J=1,3
DO 20 K=1,3
ATW(J,K) = A(1,J)*XV( 1K) +A)',J)*")2,K) A)3,J )*W\3,K)

20 CONTINUE
DO 25 1=1,3
ATWB(I) =AT~kd(.I )*B(I) +ATIA(.2)*B(2) .ATW l(I3)*I3)3)
DO 25 K=1,3
ATWAO.K) = ATW)(I.I VA) 1K) - ,AT\V'd.2)*A)2,K) ATW~l.l, 4 A 3.K)

25 CONTINUE
VARN = 0.0

CALL INVERT(ATWAA,3)
DO 30 K=I1,3

VARN = VARN AIWA)K.K)
DEL(K) =AT"'A(K. )*AV' I)) I) Al WA)K,2)*A-\\13 1 2) AT\WA) K,3)*'I'\\13())

30 CONTI N UE
VXO VXO + [EL( I)
VY()= VY() DEI.(2)
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VZO =VZO + DEL(3)
IF (VARO.NE. 0.) VAR = 'vARNVARO

l CHECK FOR CONVERGENCE

ITER = ITER+I
IF (VAR .GTr. CC .AND. VAR .LT. 1.001 .AND. ITER .GT. 2)GO TO 40
VARO = VARN
IF (ITER .LE. M AXIT)GO TO 1

40 CONTINUE

*CONVERT TO AZ, E-PA. ANDV\EL

VEL = DSQRT(VXO*VXO +VYO*VYO + \'ZO*VZO)
R = REL
RDOT =(XO*VXO +YO0\'YO + ZO*VZO),R
FPA =DASIN(RDOT %,EL)
AZ = DATAN2(XO*VYO - YO*VXO,R*VZO - ZO*RDOT)
IF (AZ .LT. 0.)AZ = AZ +360.. RTD
II APKM = iIAPNI 1000.
TOTTINIE = TOF 120

5~ CONTINUE

CALL- UNCERTX O .YO()\'. XO,YO'V'ZO, STE P.TOTT\I ESO L.,NU %IR V,LTI.I E,
DSEEDO.D)SEEDI .DSEI)2.F-STISEED,INDCLASS)

4 CONTINUE
STOP
END

StU BROUTINE ISV'EC XL.Y'L,ZL.\'XL,VY LlV'ZLREL.LATL.LONL.1.I ALATILO-(NI,

TOF.EE.SOL.Q,SFH

*TIS SUBROUTINE IS CALLE.D BY TSP AND IT-S PURPOSE IS TO CALCUL-ATE
"AN INITIAL GUESS AT A STATE VECTOR AT LAUNCH FOR A TRA-FECT)RY GIVEN
"THlE LAUNCH AND IMPACT COORDINATES IN DEGREES AND THlE IIEIGIIE OF .- POGCF

" GIVEN IN NAUTICAL. MIL.ES. THE RESULTING STATE VECTFOR \'AI. LBS WILL, BF. IN
* ,Y.ZVX.VY.VZ WITH UNITS OF METERS ANDINMETERSSEC,

INIPLICIT Dot:BIB: PRB:CISION( A-I I,O-Z)
REAL.*8 LAT'L.L,)NL.,LATFI.LONI,MUL,IVEC,LVEC.DOTI-,I.CRiOSB
INTEG;ER QCFIK,DIRFl-LG-,LT-IOW.'TABFI.G
CI IAR AC1LR *6 SOL.
DIMENSION A(2.20.(2)
DATA DM/111 120.'.RTID,57.29578'.M!,,I3.98604DI4,/.QCIIK/I/,DIRFLG/1/
P1l,3.141 5927/,SMI ;6356750.I.OMEGA/.72921 15 147D-4/,ETOW1 / /,

STABFLG/O/
GCLATL, = DATAN( I ..EE*DVIAN(L.ATL-))
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GCLATI =DATAN((I.-EE)*DTAN(LATI))
REL =SMI/,DSQRT(1 .-EE*DCOS(GCLATL)**2)
RE] SML'/DSQRT(1 .-EE*DCOS(GCLATI)**2)

CALCULATE ECI COORDINATES FOR LAUNCH

XL=*E)*DO(CL--)*DO(OL

XL = (REL) * DCOS(GCLATL) * DCS(LONL)

YL = (RE) * DCOS(GCLAT) * DSIN(LON)
ZL (REI) * DSIN(GCLAT)

*CALCULATE DOT COO ROSATS FRORDUCTFRW LT1

XI = (tLARE MADOGCLATDE DFLUCHS(LNIMPCETR

YIE = SQEX[*) * DCSGLTI) DSNLON)
IVE= REI) l** + DSIN(GCLATI) *

*CALCULATE DONTRA AN CROSIN BODUT FOR TWOS N \'EC

UDOFI =LX DAOSLOI.YVI VECZI

CALCULATE MHAGIE-' N LLON AN D IMPACTIN \ERCT()ROFFLGH

IF CALCULAT CENRLANGLE SING BOTH-1 ARCOS AN-1 CI

IFALN .T L AO(LOTI (LVEC'IFQEC ) TW-

IF CALCULT CLAGIN LN DL!Q.-1 DETMIN DITO FFI

IF (LONI .GT. LONL -'AND. LEL EQ. 1).,T.AD HOWi:. TQ -1

IF (ONIL.LN N.D.U1GQ EO - I

IF (LONL .GT. I80.RTD.AND. LONI LT. IMAM RTDAND. DIMEI.G EQ. -1)

C FlOW -I

CAL\CUAF AZIMIYII I



- 1SIN(CANG)

CORRECTIONS FOR AWEELYRACOY

II:(ETOW .EQ. -I A1 300. RTL)D-A

REV'ERSE TRAJECTORY IF LONG TRAJECTORY WANTED)

IF (SQL .EQ. 'L') THEN
AZ = AZ + ISO. RID
CANG = 360.. RTD-CANG

END IF
IF (AZ .LT. 0.)AZ = 360. RTD +AZ
HF (AZ .GT. 360. RTDAZ AZ - 100., RID

15 CONTINUE

*ASK USER FOR Q IF LONG TRAJ WA-NTED AN[D B,\D Q GIVEN IN NAME L.IST

IF (SQL .EQ. 'L')TIIEN
IF (Q.GE. 1.2 OR. Q .11. 1.1 LIIEN
PRINT *,' ******* WARNING
PRINT *,'YOU HAVE REQUE STED A LONG TRAJIECTORY. I IDWEVERIl IE'
PRINT *, 'Q'VALU E YOU HAVE INPUT IS BAD.'
PRINT *,' PLEASE ENTER fA 'Q VALU(E AT TllSTIM\E.'
PRINT *,''Q' MUST BE GE 1.1 AND LE 1.2 AND) IN DECIMAL FORM.,
PRINT *,' IN ORDER FOR TI I PROGRAM TO WORK.,
READ(5,*)Q
IF (Q.GE. 1.2.OR. Q.LE. l.I)GO TO 15

EN DIF

INITIAL ESTIMATES FO!R LONG TRAJ

FX = I80.,RTD - DASIN(DSIN(CA 'KG 2.)*(2.-Q Q)
FPAI .5*FX - CANGA4
VELI =DSQRT(Q*,MU'REi:[)
SMAI =REL/O2-Q)
El = DSQRT( I .Q*(Q-2.Cd()CoS~f~fAI ))**2)
I IA\ = SIM AI*( I .4 EI -RI.
CO TO 30
END IF

SOLVE FOR FLIGI 1IT PAI I ANIE ANDI VEL OCITY IM PL ICITY
IN ITIAL ESTI NIATE FOR I[PA AND I) 1I:1I FROM MiAX R ANC F EQUI AI( NS( SI l RI)\

[PA I - .25k II -CANGi
VFI I DS)RT(I-(' kI:LI)*(2I)SIN(ANGi 2) (1 +DISN(CANG, 2m)



*CALCULATE CENTRAL ANGLE AND HEIGHT OF APOG. FROMI ESTIMATES

20 CONTINUE
Q = VELI**2*RE~IMU
CANGI =2.*DACOS(( 1.-Q*(DCOS(FPAI ))**2),,DSQRT( I.-sQ*(Q-2.)
+*(DCOS(FPAI))**2))

SMAI = REIJ(2.-Q)
El =DSQRT(I.-tQ*(Q-2.)*(DCOS(FP)A10 4 4 2)
HAI = Si\AI*(].±EI)-REL

*DETERMINE IF VALUES FOR CANG AND HIA ARE APPROACHING TRUE VALUES

IF (HA .LT. 0..AND. SOL.EQ. SI) HA = HA!
DCANG = CANG - CANGI
DHA =HA - HAL
IF (DABS(DHA) .LT. l.OD3-8 .AND. DABS(DCANG) .LT. I.CD-10)

+ ~ GO TO 30

*CALCULATE PARTIALS

PCAPVE =(8*MIU*(DSIN(CANGI, 2))**2)/(VELI**3*REL*DSIN(2*FPAI))
PCAPFP = (2*DSIN(CANGI +2*FPAI))iDSIN(2*FPAI) - 2.
PQPVE = 2*VELI*REL/'\IU

PEIPQ = ((DCOS(FPAtn)**2*(Q 1 )), DSQRT( l Q*(Q-2)*IDCOS(FPAI))**2)
PEIPEP =(-Q*(Q-2)*DCOS(FPI ) 4DSINkF-PAI)), DSQR T(I +Q*(Q-i2)
+*(DCOS(FPAI))** 2')
PSMPQ = RE,(2-Q)**2
PIIAPSM 1 + El
PHAPE! SMAI
PSMPVE = PSMPQ*PQPVE
PEIPVE = PEIPQ*PQPVE
PHAPVE PHAPS\M4 PSNPVE + PHAPEI*PEIPVE
PIIAPFP PHAPEI*PEIPF:P

PEIPQ = ((DCOS(FPAl))**2*(Q-I ))/DSQRT( I+Q*(Q-2)*(DCOS(FP)AI))**2')

LOAD ARRAYS TO SOLVE FOR DELTA VEL AND EPA

A(1IJ) PCAPVE
A(1,2) =PCAPFP

A(2,I) =PIIAPVE

* A(2,2) -PHAPEP

CALL INVERT(A,2)
B(I) =DCANG
B(2) = DHA
DVEL = A(I,1)*B(I) A(1,2)4 11(2)
DFPA = A(2,I)*13(I) + A(2.2)*13(2)
VELI =VELI + SF* DVLJ,
FPA! F PA! + SF4 DEP--IA
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- - ---F

TABFLG =I
DIIAP =DIIA
GO TO 20

30 CONTINUE
\'EL = VELl
FPA =EPAI

*CALCULATE STATE VECTORS IN ECI COORDINATES

VS VEL*DCOS(FPA)*DCOS(AZ)
VE = VEL*DCOS(FPA)*DSIN(AZ)
VU P = VEL*DSIN(FPA)
AllI DSIN(GCLATFL)*DCOS(LONL)
A12 = -DSIN(LONL)
A13 = DCOS(GCLATL)*DCOS(LONL)
A21 = DSIN(GCLATL)*DSIN(LONL)
A22 =DCOS(LONL)
A23 = DCOS(GCLATL)*DSIN(L-ONL)
A31 -COS(GCLATL)
A32 =0.
A33 =DSIN(GCLATL)
VXL -(Al l*VS + AI2*%VE , A13*VUP)
VYL (A21*VS + A22*lvE , A23*VUP)
VZL -(A31*%VS + A3r*VE + A33*lvUP)
RETURN
END

SUBROUTINE INTFAPG( I,XO,Y'O,ZO.VXO,VYO0,'vZOSTEPAT)i

*- TIlS SUBROUTINE INTEGRAT[ES TRAJECTORY FROM L.\UNCI ITO AP~OGEE.
*DEPENDING ON THE VAL.UE O)FF. TIlE INITIAL VELOCITY IS I-RTLR13ED IN
ORDER TO CALCULATE PARTIALS IN Tii'-7\MAIN PROGRAM.

IMPLICIT DOUBLE PRECISIC)N(A-I ,01Z)
CHARACTER*3 PAR
DIMIENSION STM\(0,6)
DATA SMI. ,63W650..SMA ()3T7135. .OMEG'Ai'.729211IS147D)-4
AA -SMA**2

BB - itl*
EE =1. - fBiAA
x = X0
Y = Yo
z = zo
Vx = VxO
VY = VYO
Vz = VzO

IF ([EQ. 1) VX =VX+.I
IF (I .EQ. 2) VY =VY *.1
IF (I EQ. 3) VZ = VZ + .1



DO 5 J=1,6
DO 5 K= 1,6

IF (J .EQ. K) TIHIEN
STM(J,K) =I.

ELSE
STMI(J,K) =0.

ENDIF
5 CONTINUE

SS = STEP
T = 0.

10 CALL INTEG(SS.X,Y,Z,VX,VY,VZ,AX.AY.AZ,STM-)
T =T + SS
RAD =DSQRT(X*X + Y*Y + Z*Z)
RD = (X*VX + Y*VY + Z*VZ):RAD
RDD = (VX**2 + X*AX + VY**2 +Y*AY+ VZ**2 + Z*AZ - RD* *2), RAD
SSTORD = -.9*RD/RDD
SS = MIIN(STEP,DABS(SSTORDY)

IF (DABS(RD) .LT. .0000001)TIIEN
GCLAT = DASIN7ZDSQRT(X*X + Y*Y + Z*Z))
RE =SMI/DSQRT(I.- EE*DCOS(GCLAT)**2)
APG = RAD - RE

ELSE
GO TO 10

ENDIF
RETURN
END

SUBROUTINE INTINIP(I.XO,Y'O,ZO,VXO.VYOVZO.STIEP.,LATI,LON.T,RNGSOL)

" THIS SUBROUTINE INTEGRATES THlE TRAJECTORY FROM LAUNCH TO IMPACT,
" DEPENDING ON SELECTION OFTI, THlE INITIAL VELOCITY IS I'LRTURBI:) IN
* ORDER TO CALCULATE PARTIALS IN MAIN PROGRAM.

IMPLICIT DOUBLE PIRECISION(A-1I.O-Z)
REAL*8 LAT,LON
CIIARACTER*1 SOL
DIMENSION STN1(6,6)
DATA SMII/6356750.J,SMA ei378135./,RTID/57.2957S/
DATA ONIEGA/.72921 15147D-41

AA -SMA**2

BB SMI*i
EE 1 . - BB/AA

Y = YO
z = zo
Vx = VxO
VY = VYO
vz = vzo

IF (I.EQ. I) VX = 'X + .1
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IF (I EQ, 2) VY -VY +.1
IF (I EQ. 3) VZ =VZ +.I
DO 5 J=1,6
DO 5 K=1,6

IF (J .EQ. K) I IEN
STMI(J.K) =I.

ELSE
STM(J K)-= 0.

ENDIF
5 CONTINUE

SS = STEP
T =0.

10 CALL INTEG(SS.X.Y.Z,V X.YXZ,AX.AY,AZ,STM'%)
T = T + SS

RAD = DSQRT(X*X , Y*Y + Z*Z)
RD = (X*VX + Y*\/Y + Z*%'Z),RAD
GCLAT = DASIN(Z;,DSQRT)X*X ,Y*Y +Z*Zn)
RE = SI~/DSQRT( I .EE*DCOS(GCLAT)**2)
SSH = -.9*(RAD-RE) RD
SS = MIIN(STEP,DABS(SSII))

IF ((RAD-RE) .LT. .0000001)TIIEN
LON =DATAN2(Y.X) - ON1IEGA*T
IF (LON .LT. Oi)LON = (360., RTD) LO 1N

LAT =DATAN(DTAN(GCLAT)1-E)
ELSE

GO TO 10
EN DIE
IF (I .EQ. 0) THEN

CDOT = XO*X + YO*Y ± ZO*Z
VLAUN = DSQRT(XO**2 ,YO**2 +ZO**2)

1IP = DSQRT(X**2 + '**2 + Z**2)
CNTANG = DACOS(CDOT/(VLAUN*VIMP))
IF (SQL .EQ. L')CNTrANG = 360.. RTD - CNTANG
RNG = CNTANG*RTD*60.*1.852

EN DIE
RETURN
END

SUBROUTINE INTEG,(SS.X.Y.Z,VX.VY,V Z.AX,AY',,\7.,STM'\
IMPLICIT DOUBLE PRECISION (A-f I,O-Z)

* T*IllS SUBROUTINE W'RILTEI-N FOR PROGRAM TEAP, USES A F:OURTHI ORDER
" RUNGE KUTTFA-NYESTROM INTEGRATION ROUTINE TO INTEGRATE T-1lE- FREE
" FLIGHT EQUATIONS OF MOTION. THE STATE TRANSIrION MATRIX IS AL.SO
* UPDATED IN THIS SUBROUTINE.

COMMON/INTGRZV, PGXP'X.PGXPY,PGXPZ,PIGYPI'IGYPY'N,P(;YPZ/ ,PC;LP/-IXI'(G7PYl)
±PGZPZ,SMA

DIMENSION STMN(6,6),P)XPX(6,6),WNOR K(6,6)
DATA ((PXPX(I.J),I=I 6).J= 1,6) 36*0.;,.( lXPIX( 1,1 ). - 4,6) 3* I.,

XN = X
YN = Y



ZN Z

CALL GRAV TY(N.YN.ZN,AX.AY',A7,.. l

ANX =O.5*SS*AX
ANY = 0.5*SS*AY
ANZ =O.5*SS*AZ
BETANX = 0.5*S S*(VX + .S*ANX)
BETANY = 0.5*SS*(VY + 0.5*ANY)
IIETANZ = 0.5*SS*(VZ + 0.5*ANZ)
XN = X + BETANX
YN = Y + BETANY
ZN = Z + BETANZ

CALL GRAVTY)(XN.YN.ZN.AX.AY.,AZ.-1.)

BNX = 0.5*SS*AX
13NY = 0 5*SS*,\Y
BNZ = 0.5*SS*AZ
CNX =BNX
CNY = BNY
CNZ = BNZ
DELNX =SS*(VX +CNN)
DELNY = SS*(VY +CNY)
DELNZ = SS*(%Z +CNZ)
XN =X + DELNX
YN = Y , DELNY
ZN =Z +- DELNZ

CALL GRZAVTY(XN,Y'N.ZN.AX.AY,.AZ,-.

DNX 05S*SS*AX
D) 0.5*SS*A-Y
[)NZ O.'SS*AZi

*LI PD)AETHEI I STATE~ TIR:AN S lio(N MIATR IX. SINI Ti 'R(I I PARTI ALS

.\E C.X.CtIl.AIL IN St't3RMIIINL GR\vIY'.
* N()1L:PXPX IS P'AR I JAI. MN I PA\RTIAL NJ %A AIRI N

PXP)X( 1.1) = . fllfP ( )U5S *2

PXPX 1.2) PGN*.5SS**2
PXIX(I.3) PXFIXd1,2)*/.Y
PXIX 1.4) =SS

PXfPX( 21) PXPN 1,2)

PXPX 2,3) -XX 1.~ Z +

PXI'X(231 I PXPXi 1,3)*x
fPXIlX 3,2) = SSX(.3
PXPX 3.3) = I. PGPZ4 .54 S,3)
PXPX(3,2) = SS,(23

FPXPX(4,1) =PGYXPX*SS

PXPX(4,2) -PGXPY*SS

PX)X(4,3) =PGXPZ*SS

PXPX( 5,1) PX1PX4,2



I'NPN( 2 PG) ) *SS

I'M X(S3) PG 7. I 5

DO! 10 1 - 1,6
DO 10 J 1,6
DO 10 K =1,6

10 WORK(I.J = \VORK 1.) 1XIIXiI.K rSI K.]

DO 11 .1 1.6

STNIIIJ) = WORK(.IJ)
11 NVOiRK( 1.) = 0.

L UI)DATE: STATE \EICTU)R

X X -SS *\(VX - (A N\ BN (NN X)I
Y = Y - SS*(VY .* . N I (\'i , 'sN 3
Z =Z SS- ss(%. (-\N/ - BWN! (N! 3

V= VX -(..NX -'3\ .2 )N\
VY = VY -- (ANY~ ,*A 2.*B NY .%

VZ=VZ ,ANZ 2.*1 -EN [)%Z.UN,

RETURN

INMfLIlIIDO [ B(UBL fREC(iS)N\I. Z/

* TIllS GRAVITY SUBROUTINE IS [)ESIGNEI ) R iI.RI I I IR \!III
* SlIM ATION AND ANALYSIS 1'ROU RA.N1 CITAP). IT CA'l, I .\t S I im -
-IE FOURTH ZOINALHIARNIONIC USING A WUS-72 EAI ll) I,-\\ In I .

REAL*8 J2,J.14

PGZIPZ. SM A

DATA GM\1 39S600.5ELJ,)'.J2, I08 W 6 3 -5211 .1 -

R -~ SQRT(X**2 +Y**2+ *2
GNMOR2 = GNFR**2

AR- SNIA;R
A2()R2 -- A0R*2
Z()R A zR
t2(1)R2 - ZOR**2
NOR X R 1
Y()R -Y R

I Y -(;M( )R2*X( R



t z -G*CNOR2 lU(R
V2I.5*J2*A2O<2* I .-5.*/2U)R2)

V3 .*3AO2*\) ./) - 7* _1''Z

V.4 I5~.*J4*Al2OR2**2*(-I. , I4.4 1.20R2 - 1/2)22
Cx U X * I + V.2 V'3 N\A)
G Y U Y * I. +V2 V.3 -V4)
Cz 0.0
IF I ABS(Z) .LE. 1.() o I

W2 I .5*J2*A20R2*(3. - 5.*72(iR2)
WV3 0.5*J3*A20R2*A.OR*( 3,ZoR +J/) 5/2 R/()
W4 5.S .*J4*A2C)R2**2*(-l5. +70.*Z201\2 - o.Z(R'2
C7. UZ*(i. , W2 ., W3 + %4)

1 IF (PARFLCG LI. 0.) RETURN

* PARTIALS. CRAVIY IS CALLIF) BY INTIT~ INIES ALEACII STEP). THlE
* PARTIALS ARE CALCULIATED TI I FIRS T IL CAILI) So AS 10 USE THEI
* 1111i VALUES IN CALCULATING (PARTIAL X I PARTIAL XIH i II
* EL.EMEI-NTS OF THlE SYSTEM MATRIX.

PGXPX - CNIUR2 R*(3.*X0R**2 - 1.)
PGXPN' = 3.'*(;N1O(R2*XoI\'*)'OR R
IF .A135(Y) CjT. 1.) P'(XI'Z- PGTXNYY
PGNYPX -PC;NPY
PGYPY - (,M()I\ R 1-.*Y( )R-2 - 1.

PClZP.\ P(\I/
P(;Zf'Y PGYP/
PGtP7 GNiIR R*0.( )R,2 -1.

-M IS CON!IENT LI CAN BE KlE-MRLLAND 11 IL PARTIAL S \RIEIN TO A Fil! L-

WR ITE) 22, 101 hPGXPX.PG XPY. PGXPZ. PGYPN. PGYPY.PCY'.CIXPGI'G'//
C SoRT(CX**2 C Y**2 G*

* WRITEi6.I0I )(XCYC/Z.C
121 FORNIAI9E 13.(,)

SlR(LiINL NIl

IPLICIT DOJUBLE PII(I 1; (NA-Il o-,
D)IMENSION .(1120(C) N,N)

C.\I.CLLATE NIAIRIX NOR NI. 1 'I)

LDo 124 L=I.N
DD O.DO
DO 123 K l.N

123 DD =DD +C(L.K)*(U.K

CI (11CK IT) SEE IF ROW L, (AND) COL) I, (IS ALI L iIK.R( ES

IF )\IIS( fDr) LI'. *00001~()( I IFiN
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C) L,I, - 99+9
ELSE

DD = DSQRT(DD)
I'D = PD*DD

124 CONTINUE

DETM I
DO 125 L -IN

125 J(L,20) -1,

DO 144 L=1I.N
CC 04)0D

I .()CATE LARGUST A ,IiS( AIL 1 1. [ I. I. 1 )%W I_

DO 135 K L.N
IF ((ABS(CC) 10 AECR CE iGO13

CC (LK)
13 CONTI\L'E

*CC NOW CONTAINS LAR(;ESTlVE IN ROW L, & NI IS II I* COLL,'NN
CONTAINING TIAT V-%L1 E.

CH ECK TO SEE IF LARGEST VALVE 1 IS ON DIAGONAL.

12 7 IF (L EQ. M) GO TO0 138
12S K=J(NI-+20)

ALNI20)=J)L+20)
J(L+20)=K

INTERCHANGE COLL'NIN 1, WITHI COLA %IN NI

DO 137 K= I,N
S=C( KL)
C(K.L) C)K.NIJ)

13 7 C(K,%1)=S
138 C(L,L) 1 .

DETNI = DETNM*CC

NEXT DIVIDE COLLN\N BLYI)A N.II\

DO 139 \1NIIN
13 CLI) -C(L-Nl (V

DO 14 2 %1IJ1,N

I> CCCNIj
11: ((C EQ. 0.) GB I10 12

DO0 141 K~ EN
II1 C(M.K) C ((N.K)
1-12 CONTINUE:
1I 44 C( NII N E



D0 143, .-~ EN
II )I(L .20)1EQ. 1') G() T1( ) 14;

13' 2 M -M\1Il
IF (J(%1,20) FEQ. U ) GO0TO)I3I

136) IF (N GT. M) GO TO 132
1331 JoN. t 2O) = J(L'20)

DO 163 K= IN
CC C(L.K)
C(LK) =C(%.lK)

I o3 C(M.K) = CC
JoL+20) = L

143 CONTINUE
R ETURN
END

SUB3ROU'TINE IN CE RT)0 XOYO.ZO.VX 0, VYO, VZOSTE P.1-711 ME.So L, NLA 1R V,
LTIM E.DS EEDO, DSE) D .DSED2, FSTSED, INDC LAS S)

" TIlS SUBROUTINE INTEGRATES THE TRAJECTORY FROMI LAUNCH TO ACTUAL
" IMIPACT WITH NOISFJ'NCERTAIN"VY) ADDED TO TIIE STATE VECTOR.

INIPLICIT DOUiBI FPEIIO) -I .)i
REAL \ILTNII),DV
REAL XOS.N1I/uS-\X(OSVN11./ II.TM
CIIARACTIR* SUEI
INTEGER NJ MR\
1I\II-.NSIO)N SN ~:S
DAT-VA SNII 015~5on* *.S\1-\I 1 RI kil)5

DATAI* ()NILGA I 21 I 1-; 1) 4

PUTlINIF - 40~ HII 1\-

Y -Y0)

V z %()

I'M\ SNMA*2

IlK I. - 11 AA\

D() 5'1.0
[)() 5K 1.0

ElS IAJKF 1

S'I,\EJ.K ) 0).



CALL.E [00' N(DI )I(I

XNOISF 10i)P I)Ii-\ I)

\YNOISI: -U.IN \
NI S E 10.1'N)I\

VX NOS 0. X.D (4)I
VYNII 0.1*NOISE~
L 1ZNOIS .1E'),

\XN Z OIS

VY \'Y -Y(II

VS %Z lOP S1

l)CALL, INTLG(SS.X. ./,% V% \/ .\ YA. \
T - SS
CALL -GGNN\IL~ 1)51:II ,.1)1 V
XNOISE - *N)
YN()I S E, .5*N DF
Z.NOISE =5DV
VXNOISE - .005N,[)LEY4kl

V/INOISE 0.00i *NI !)L-\
X = X 4 XNOISE
Y - Y -YNOISE
Z -Z ,ZNOISE
VX \'X +- VXNOISE

VYVY + VYNOISE
VZ + VZNOISE

RAD = DSQRT(X*X , Y*Y +Z*Z)
RD = (X*VX + Y*Y+ Z*VZ, RAL)
GCLAT = DASIN(7/DSQRT(X*X +Y*Y I)
RE = SMI/DSQRT(.EE*DCOSGCLAT**2)
SSH = -9*(RAD-RE) RD
SS = MIN(STEP,DABS(SSII))

IF (T.GE. (TOTTINIE - FINDTIM0) THEN
CALL GGNMIL(DSEED2.6,NDILV)

* RADAR UNCERTAINTY IS AIDDEDI AT TI IS POINT. TI'I IL-SI ARE 1ILl PARAMI:I"FRS
* WH~ICH ARE CH ANGED) TO AFFECT TI IL RADAR ACUIR.\CY .

XNOISE = 10.0*NLDEVW(1
YNOISE = 10OO*N[)EV(2)
ZNOISE = 1.O*N[DEVO(3
VXNOISE - 6.O*NDEV(4)
VYNOISE O .0ND)E'V0
VZNOISE = 6. O*N DEV(6
XO =X 4XNOISL

YO - Y+ YINOISE
10 - Z NOISIE
VXO -VX +VXNOISIS
VY() VY + VYNOISH
V/C) VZ 4 V/NOI SF
AX() AX
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AY() Y

TO -T

DO( 6 K -!.0
I F ( EQ. K) TI IE.N

TSTI)J.K) =S1\ElJK)

EILSE
'TSTM'%(J. K) 0.

Co CNT I NUE

20 CALL lNTEG',SS.X0,.YO.ZO,.VXC),VY)O.VZO.AXOA'OAZOTFS'l
TO = TO , SS
CALL GGNlL(DSEEDI,6,NI)E%'
XNOISE = .5*N)EV'(I)
YNOISE .5*NDE%\( 2 )
ZNOISE = 5*NDEV)3)
VXNOISE =0.005*NDEV(4)
VYNOISE = 0.005*NDEV(5)
VZNOISE = 0.005*NDEV)6)
XO= XO + XNOISE
YO= YO + YNOISE
ZC) = ZO + ZNOISE
VXO = \'XO VXNOISE
VYG = VYO ,VYNOISE
\ZO = VZO ,VZNOISE
RAD = DSQRT(XO*XO +YNO*YO + ZO*ZO)
R D =(XO *VXNO + YG*"VYO + ZO *VZO); R A )
GCLAT = DASIN(ZO DSQRT(XO*XO + YQ*N'Q ZO*ZOn)
RE =SM\I DSQIRT(I..EE*DCOS(GCLAT)**2)
SSII = -.9 (RAD-RE) RD
SS = %IN)STEPDAl3S(SSII))
IF ((RAD-RE) .LT. (000001) TI 1E-N
\IISLON -DATAN2(YO.XO) - 0,%EGA*'I()
.MISLAT DATAN(DTANiGCLAT) (I.-EL))

ELSE
GO TO 20

ENDIF
IF (TOTTINIE - I LT.30.)T E
RETURN
El SE

I) FORNI IX.12,2 N.l1.2 .1- 10.5,1 XF10, .. 3 X.FIU (.5)

(1,R0 10
ELSE

RFTURN
END IF
ELSE

55 SITP
C,(T(I 10

ENF) DF:

F1:17
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Appendix( Sample Output of hnpdct aIta

R\ TIT IMPACT IMPACT TIME
# CLASS LATITUDE LONGITUDE

2 38.56578 -121.19228 904.51490
I 2 38.44409 -121.24724 874.51490
1 2 38.34101 -121.29520 844.51490
1 2 38.43706 -121.21382 814.51490
1 2 38.53098 -121.18538 784.51490
1 2 38.27818 -121.25087 754.51490
1 2 38.39945 -121.27139 724.51490
1 2 38.47320 -121.19040 694.51490
1 2 38.39524 -121.22702 664.51490
1 2 38.43574 -121.23459 634.51490
1 2 38.42902 -121.26874 604.51490
1 2 38.44297 -121.20376 574.51490
1 2 38.52842 - 121.22309 544.51490
1 2 38.42308 -121.23337 514.51490
1 2 38.38672 -121.25750 484.51490
1 2 38.39570 -121.21108 454.51490
1 2 38.37343 -121.25097 424.51490
1 2 38.40902 -121.25456 394.51490
1 2 38.45323 -121.24829 364.51490
1 2 38.43325 -121.21518 334.51490
2 4 33.58847 -117.08820 877.29653

4 33.57287 -117.13038 847.29653
4 33.59821 -117.13952 817.29653

2 4 33.55270 -117.16141 787.29653
2 4 33.58157 -117.03129 757.29653
2 4 33.50784 -117.12971 727.29653
2 4 33.47454 -117.17119 697.29653
2 4 33.58884 -117.12898 667.29653
2 4 33.56953 -117.12556 637.29653
2 4 33.59277 -117.08955 607.29653

4 33.56550 -117.10941 577.29653
2 4 33.59513 -117.06509 547.29653
2 4 33.55305 -117.16952 517.29653
2 4 33.50392 -117.16356 487.29653
2 4 33.57401 -117.12354 457.29653

4 33.58768 -117.08230 427.29653
4 33.53198 -117.15496 397.29653

2 4 33.51264 -117.17755 367.29653
2 4 33.54088 -117.15897 337.29653
3 1 37.42958 -121.91888 887.47881
3 1 37.32993 -122.02771 857.47881
3 1 37.31346 -122.06674 827.47881
3 1 37.47562 -121.95950 797.47881

(-I



1 37.41967 -121.98036 767.47881
1 37.40222 -122.02722 737.47881
1 37.31925 -122.06764 707.47881

3 1 37.38692 -121.97752 677.47881
3 1 37.39956 -121.97491 647.47881
3 1 37.29345 -122.03707 617.47881
3 1 37.32866 -121.99946 587.47881

1 37.37858 -121.99878 557.47881
3 1 37.43087 -121.99906 527.47881
3 1 37.36088 -121.98413 497.47881

1 37.35814 -122.01905 467.47881
1 37.36003 -121.99827 437.47881
1 37.46955 -122.00617 407.47881
1 37.41073 -122.00456 377.47881

3 1 37.38113 -122.04785 347.47881
4 3 39.01336 -121.38717 879.45049
4 3 39.07028 -121.29633 849.45049
4 3 39.12195 -121.20787 819.45049
4 3 39.15323 -121.20616 789.45049
4 3 39.05535 -121.24836 759.45049
4 3 38.97134 -121.36573 729.45049
4 3 39.06550 -121.29050 699.45049
4 3 39.02251 -121.31460 669.45049
4 3 39.02300 -121.36425 639.45049
4 3 39.09923 -121.21268 609.45049
4 3 39.04471 -121.32094 579.45049
4 3 39.09663 -121.27758 549.45049
4 3 39.06138 -121.27577 519.45049
4 3 39.12058 -121.22146 489.45049
4 3 39.07060 -121.31678 459.45049
4 3 39.10525 -121.24914 429.45049
4 3 39.12975 -121.21949 399.45049
4 3 39.09581 -121.23698 369.45049
4 3 39.05576 -121.30346 339.45049
53 37.54005 -121.97572 885.30898
5 3 37.50339 -122.00943 855.30898
5 3 37.57987 -122.05119 825.30898
s 3 37.56414 -122.04520 795.30898
5 3 37.51217 -121.97844 765.30898
5 3 37.48072 -122.05358 735.30898
5 3 37.53525 -121.99249 705.30898
5 3 37.58804 -122.03853 675.30898
53 37.49551 -122.06459 645.30898

3 37.51811 -122.05991 615.30898
5 3 37.50032 -121.98967 585.30898
5 3 37.56304 -122.05590 555.30898
5 3 37.48617 -122.01770 525.30898
5 3 37.52462 -122.02950 495.30898
5 3 37.47590 -122.08068 465.30898
5 3 37.50292 -122.05256 435.30898
5 3 37.52414 -122.06903 405.30898
5 3 37.54501 -121.99613 375.30898

(2



5 3 37.55167 -121.99871 345.30898
6 2 33.44863 -117.44417 849.83636
6 2 33.42472 -117.53131 819.83636
6 2 33.42187 -117.51384 789.836366 2 33.47256 -117.42390 759.83636
6 2 33.42575 -117.53470 729.836366 2 33.43768 -117.49076 699.83636
6 2 33.37062 -117.60082 669.836366 2 33.35146 -117.55638 639.836366 2 33.41111 -117.53122 609.836366 2 33.45867 -117.46010 579.836366 2 33.33654 -117.57674 549.83636
6 2 33.35959 -117.53488 519.836366 2 33.42373 -117.51212 489.836366 2 33.44069 -117.45136 459.83636
6 2 33.42505 -117.49872 429.836366 2 33.35777 -117.54245 399.836366 2 33.34771 -117.56944 369.836366 2 33.42979 -117.46046 339.836367 2 32.36769 -117.10060 865.662617 2 32.35195 -117.16192 835.66261
7 2 32.46803 -117.07670 805.662617 32.34229 -117.15900 775.66261
7 2 32.34130 -117.06274 745.662617 2 32.40806 -117.10491 715.66261
7 2 32.40094 -117.13246 685.662617 2 32.47899 -17.14488 655.66261
7 2 32.34529 -117.19665 625.66261
7 2 32.37259 -117.14053 595.66261
7 2 32.40302 -117.14180 565.662617 2 32.38122 -117.16929 535.662617 2 32.46176 -117.12698 505.662617 2 32.38449 -117.16901 475.66261
7 2 32.44048 -117.11215 445.662617 2 32.42175 -117.12602 415.662617 2 32.45798 -117.10492 385.662617 2 32.38734 -117.14600 355.66261
8 4 38.97604 -121.26506 879.741008 4 39.03221 -121.29012 849.741008 4 39.00068 -121.35996 819.741008 4 38.98785 -121.31692 789.741008 4 39.01906 -121.30221 759.741008 4 38.96285 -121.33378 729.741008 4 39.06585 -121.22075 699.74100
8 4 39.03546 -121.24817 669.74100
8 4 39.01750 -121.26623 639.741008 4 38.97480 -121.32181 609.74100
8 4 38.99414 -121.29256 579.741008 4 39.09799 -121.19501 549.741008 4 39.07413 -121.22303 519.741008 4 39.13311 -121.20557 489.741008 4 39.05247 -121.26506 459.74100

G-3



8 4 39.04342 -121.26613 429.74100
8 4 39.04178 -121.26785 399.74100
8 4 39.04990 -121.25116 369.74100
8 4 39.06110 -121.26531 339.74100
9 2 34.28510 -117.27599 870.68068
9 2 34.33094 -117.20741 840.68068
9 2 34.42010 -117.21595 810.68068
9 2 34.44716 -117.17889 780.68068
9 2 34.36636 -117.27029 750.68068
9 2 34.44151 -117.19692 720.68068
9 2 34.32621 -117.21926 690.68068
9 2 34.34863 -117.22226 660.68068
9 2 34.36620 -117.25298 630.68068
9 2 34.33918 -117.26632 600.68068
9 2 34.34951 -117.17404 570.68068
9 2 34.42236 -117.20517 540.68068
9 2 34.33763 -117.24398 510.68068
9 2 34.35935 -117.23998 480.68068
9 2 34.37123 -117.23095 450.68068
9 2 34.32910 -117.24113 420.68068
9 34.39318 -117.19210 390.68068
9 2 34.35271 -117.24492 360.68068
9 2 34.36313 -117.21299 330.68068
10 1 34.25604 -118.44817 903.52696
10 1 34.17709 -118.63007 873.52696
10 1 34.25662 -118.56945 843.52696
10 1 34.22170 -118.51470 813.52696
10 1 34.15795 -118.58244 783.52696
10 1 34.20295 -118.51503 753.52696
10 1 34.23032 -118.49206 723.52696
10 1 34.12534 -118.58330 693.52696
10 1 34.24668 -118.47049 663.52696
10 1 34.22111 -118.54323 633.52696
10 1 34.19401 -118.56972 603.52696
10 1 34.15751 -118.58087 573.52696
10 1 34.22853 -118.54845 543.52696
10 1 34.14130 -118.59732 513.52696
10 1 34.15613 -118.60386 483.52696
10 1 34.23931 -118.48432 453.52696
10 1 34.18023 -118.56998 423.52696
10 1 34.21665 -118.50352 393.52696
10 1 34.23767 -118.52048 363.52696
10 1 34.21264 -118.51470 333.52696
11 3 32.33189 -117.17553 895.60749
11 3 32.53915 -117.06929 865.60749
11 3 32.38248 -117.13802 835.60749
I1 3 32.36837 -117.13912 805.60749
11 3 32.38867 -117.10862 775.60749
11 3 32.42888 -117.05144 745.60749
11 3 32.50033 -117.09562 715.60749
11 3 32.39626 -117.11962 685.60749
11 3 32.43197 -117.09961 655.60749
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11 3 32.48476 -117.14367 625.60749
11 3 32.42663 -117.15683 595.60749
11 3 32.49649 -117.05589 565.60749
11 3 32.41585 -117.15411 535.60749
11 3 32.38193 -117.16539 505.60749
11 3 32.4 5732 -117.09985 475.60749
11 3 32.41287 -117.11089 445.60749
11 3 32.44181 -117.11977 415.60749
11 3 32.38996 -117.15033 385.60749
11 3 32.37562 -117.15076 355.60749
12 3 34.43462 -120.31445 875.63499
12 3 34.47317 -120.29396 845.63499
12 3 34.38705 -120.36914 815.63499
12 3 34.46148 -120.29473 785.63499
12 3 34.49160 -120.28855 755.63499
12 3 34.48753 -120.32979 725.63499
12 3 34.31834 -120.43514 695.63499
12 3 34.44237 -120.38523 665.63499
12 3 34.40474 -120.31944 635.63499
12 3 34.40574 -120.37441 605.63499
12 3 34.47801 -120.32912 575.63499
12 3 34.33706 -120.44888 545.63499
12 3 34.43051 -120.35233 515.63499
12 3 34.43536 -120.38371 485.63499
12 3 34.40471 -120.35852 455.63499
12 3 34.42006 -120,36062 425.63499
12 3 34.42335 -120.35468 395.63499
12 3 34.41137 -120.36939 365.63499
12 3 34.41335 -120.36549 335.63499
13 1 35.30424 -118.97381 888.74963
13 1 35.24793 -118.99035 858.74963
13 1 35.19586 -119.01923 828.74963
13 1 35.18070 -118.99788 798.74963
1 1 35.19726 -119.07756 768.74963
13 1 35.25570 -119.00427 738.74963
13 1 35.18877 -118.99908 708.74963
13 1 35.20128 -119.02998 678.74963
13 1 35.16879 -119.05607 648.74963
13 1 35.21294 -119.06249 618.74963
13 1 35.18196 -119.03585 588.74963
13 1 35.17502 -119.07268 558.74963
13 1 35.18363 -119.04009 528.74963
13 1 35.21013 -119.07326 498.74963
13 1 35.23393 -118.99699 468.74963
13 1 35.23301 -119.04319 438.74963
13 1 35.17866 -119.07200 408.74963
13 1 35.18765 -119.05088 378.74963
13 1 35.20061 -119.04170 348.74963
14 1 33.48612 -118.06565 881.55443
14 1 33.52686 -118.01194 851.55443
14 1 33.59562 -118.04757 821.55443
14 1 33.56027 -118.01156 791.55443
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14 1 33.54574 -118.04829 761.55443

14 1 33.47117 -118.03120 731.55443

14 1 33.42108 -118.14304 701.55443

14 1 33.54863 -118.02402 671.55443

14 1 33.48024 -118.00607 641.55443

14 1 33.46698 -118.05352 611.55443

14 1 33.49943 -118.04856 581.55443

14 1 33.51120 -118.03717 551.55443

14 1 33.48582 -118.01783 521.55443

14 1 33.51832 -118.00500 491.55443

14 1 33.48603 -118.06239 461.55443

14 1 33.54435 -118.00876 431.55443

14 1 33.55289 -118.02607 401.55443

14 1 33.46069 -118.04630 371.55443

14 1 33.51801 -118.03990 341.55443

15 4 38.29761 -121.41924 875.81569

15 4 38.18403 -121.43034 845.81569

15 4 38.31055 -121.40661 815.81569

15 4 38.33325 -121,42277 785.81569

15 4 38.30572 -121.37518 755.81569

15 4 38.25600 -121.48210 725.81569

15 4 38.22218 -121.41743 695.81569

15 4 38.28073 -12 1.42272 665.81569
15 4 38.24140 -121.39473 635.81569
15 4 38.40223 -121.37910 605.81569
15 4 38.35068 -121.37771 575.81569
15 4 38.24840 -121.42370 545.81569
15 4 38.26722 -121.39265 515.81569

15 4 38.32116 -121.41435 485.81569

15 4 38.29305 -121.42139 455.81569

15 4 38.32220 -121.40600 425.81569

15 4 38.28719 -121.43115 395.81569

15 4 38.29786 -121.41704 365.81569

15 4 38.24407 -121.44773 335.81569

(i-6



Appendix 11 Source Code for Damage Expectancy Mo(del

Proleram nucleareffecs

Poramed by Capt. Bob B i, ins

*Statement of Problem

This program estimnates damagoe for predicted impact points of thle

reentrv vehicles. The data is w ritten to a file called 'PS1'EST.SAS"

*Algorithmn

The aloorithri is as ollws

*A. THERMAL EFFECTS

* . Calculate normilization factors
a. Test for condition of higholt of burst abo' e below, 41) mi

* i. calculate Pmax
it. calculate Tmia

* b Li e atntospheric conditions proo-ram if- I l( B abo% e 4N( Will
I calc:UlIate Pmla\

ii aclteliax

11 (iLulate corresponding ties, and powkers using normalized curves
a. Calulate timne '% etor. 21 s aliies
b. ('Aculate pow er %ector. 21 values

111. Calcuate itrisit at all time points dvrec

b. Clcuateintensity due to transmittance, atmospheric effects

IV Calculate temperature at all time points
* a. Integrate using tra[pezoidal rule
* b. find max tcmp by sorting

V, Collect and report into
a. W\rite data to file to be 1)oc,,, by SAS

* b. Print out key values

1. BLAST EFFE:CTS

1Sc ale given info to IlKt burst at sea lesel



a. Scale SR
b. Scale 110B

11. Calculate H ei-lht of Tn ple Point
a. Find scaled hiei,,Iit of triple point

* b. Determine if target is in die Mach Stemn

Ill. If target if Mach Stem
a. Calculate o).erpressure on ground " ithin Mach stern

* b. Scale o\,erpressure to target altitude

*IV. If- target not in Mach Stem
* a. Calculate omerpressure and time of' arrmval for tree air

b. Scale to burst altitude
c. Pertorm Led~shanm- [ike coirction on o~ erprcssure

t. 10' Ran1kineC-lI~iUon01t to tind other ettcct,
a. Find shock elocits
b Find \kind \elocit%

F-ind air density behind dio&k % a'i e
I d Ind d\ nam11ic pre>suek

I C Ind the l'rohabil ot Ir i\ ]

* . Cal, ulate the Prohaihilit% f Suir% i% i alhorn i tteIct.,
a1. (;i~en Sure Sale anld Sure Kill lntcn'itic,, for hlait
h.V Calc~ulate median lne ot of Plrubabilit,. ot Surir\~al

Calculate loorithnnc l yeo
* d. e ltntsot blaq' ti e~ !pcak u, r K to 111nd Prub Of SuBr

V (aV~ile h l'hhlt4 ul ial frim llimiiul etlce:t .
a ( I cn Sure Saile and -Sure Kill lntc:n~itie for ihe:rial

* h (allit median 111C,11,11 IW: f11 t Probaihilit' ot Sur\ i. Al

* VL'se lntensitv of theiroal (i e wtaximumn 4in teip). tind Piot) t S(;t%

f inF di ikerall Pr ,haikif\ ot Suo~ra
a I ol-lruahilitjC, ~ SIiit i ti, cjil ce1t

1, 1Find PK h\ . Pk I K

!11ll kI I j I ti I N K i) \,\ l

*N \'B I K\(IIIKL

I %Il\ FINI.. NI \\l\ll1, NVK

I~ ~ ~ ~~~ I \*1 111 1



P 'iG( I PIKES I,' , F\I.\RGL'I AL1I It V[)1K NI RNI

*1, 1 (RAT 0.V( R ATIO OFK) TARGEFT DEN S lY TO A IR NORiM N
*IXFCT()R V'LC'I( R UF 21 NORM AlIZI-D TI NIES 1I1'

* JEVECTOR VECTOR ()1- 21 NORMALIZED) PO\\IRS "IP
* 11 NIE I- V CTO 0R 0 I: 21 REF.AL1 TIN IEI S .1.1

*10 POER ETR OE 21 REAL P)%ERS II'
* I\ AC NVECTOR OF- 21 INTE NSVIES IN VAC( (' NI-1 NN

Si\ SL -NNT RANGE BETWEEN-. TARGET & Bt 'ST INTI-N
I IANS F"RANSNU T VANCE D1 FTII AINII )S 1-1I1ECTS IN NVl. N
z. NATUVRAL O'(F GRO I) RAD G IN K\I IN IN

* INTENSE NECTOR OMF 21 ACTII AL. I NTI NS III IS IN IE
*r lENIPAR TENIPERTI' RE OEI AMBIENT AIR AlI FAIKGEF SKIN ILINIP
* BETA DENSITYXSIECIIIC HIEAT NX TIClKNES-'S SKIN-I [\11
* ALPHA THERMAL ABSO IKI'i(N (I II WCIENIV SKIN IlNIII'
* 11 HIEAT ER .NSEE R Cl. EFECI N F S KNIIINP
* j VECTOR OF 21 INl FRNI1L)IA I I- N AlI ElS SKIN IENII
* T VECTOR 012 21 NCI, Al. 1K [AIRA1 ,itKES SKIN IL-MIP
* NIAXTEMP MAXINUI SKIN, I'l MPL'RAIt MRI SKIN-[lNI'
* X NMass Intec.ral NIN

SPL3RST Swndmri pi m''i burs Madeii NI I
D IENBRST Stminxii do' 'm m1 R ii:22nl Nil

*G~L) SIN dIiC~I \1l
('I)iKls I SpeedI oI ',1U;! 1: 1

* ~ ~ ~ ~ ~ 11 \S I~~i~i~fi~i N Y S
(A ISS Suer S',C tiji- ,i I ' -c.Ic "I %IN

iN IK uI KI iii;;C 2~iIc I I iCIL V NININ

i III RVNISK S~ic KilIlu~ i i !Crm2il \I V\N
M 55 smi SiAC lurin". IMAMK I

*I. ~ Suic Kill lnircrl~ IiKiiIK

* N N 1, ppcr li mit m v~j it, i %-N r mal PiKIll K 1.1

* li I ' I I h. Ihit e t l ati taf I t i icPkOB K I I IIL <

111 \N Itia lIt\ I Sii\ Iai tinti thecrmal IfRI1)1 IK6

-NI ~ ~ 11 It N p n i I Te Ii y I' t II i 111ii t I

I)4it 1'(112 11 iNi H1] D.1 blMAU 11 ALV.\ilu'jII I-A.IN1 -1 I i \,i I )
I) LE. R 2 BI X.Sj 1IC, FYI(;.)G 1;IIMA.1'\l')S.lBlKS 1.(I'IIKS
D)OI BL PRECI.SION D)ENIMISI.,SSR.SR,SIIHIP.SGR.Sl 1013t)LIAAPIIt RS I P'

D)111BI E P'RECISIO N '161 ()%I',SIl(IK 1LT1. II)N L.I 1 ),L)) N
DOEUBE PIRECIS II N I SSIS K. PKA.B1. XX .I1S0V P.PSTI I I.RNI. I'S

[DOUBLE PRECISION EVlSOPSIlRISI1RIS.NNI 'I
DO)UBLE PRECISION MAXTEMPTGTLA1,TTLONINIPLATIMI'I I
DOUJBLE PRECISION SUR V0 1O.TOTSLRV,SEMISURV,)IF:F.T(INI 1'
DOUBLE PRECISION P'OSIN.POS(KTSEC.SE--CI[( II )1.I)EC.(S WI'
DO)UBLE PRECISIONI NINUTESMINTODEC.I)KCNINI EGRMlS
Jnfciccr CE1,,CIASSRVNUMI.I.NOTGVREKI)NMNI)CI SS
(II1ARACTFR TGIN.NIME,5



OipenS2The If'S'S.SAS'.STAT,%ILSi'L'NKNOWNJ
Opcn)So3.ile -F TT.T'SALiNKO N)
OpNKIMt~ ANUMMl'S.A'smATs.VN KNOWN')

YIELD 550
HOB3 2000
CEP 300
LDO 97 TGT- 1.00)

DO0 98 REA-DING 1.50
RcjS44MENI) 25MV\N I \1.I\I)I.SV.IHPA Y.1N1'L()\.I ANN'

IF~ W(L.SSEQ h() VHVlL

()VPSS 0.5
()VPSK . 15

TIJERMISS 4--.15
TIHER\11SK S52 15

FISF

IF (CLASS E.Q.211IN

(:MPSK -3.0

IiIERNIISS - 4"715
TFIER\IISK 923.15

11 (CLA-SS L( ) FIVEN

OV PISK - 451)

IfI ILR\1J>S (,50.15

1 151,

11 (l SS I (Q. 4, JIN
(A \ 01 50
( IISK .- M

-1IF- RNIISS 550.15
T1IIRMISK 775-15

N 111t

AL



IF (DIFF.GT. 35000 11lIL\
GOTO 98
ELSE
END IF
DO 99 CELL = 1, 10

Call NRIIO. ~.)PINi1A
Call TP(PMAX,TN1 ANT11II Fl'()\ )IR)
CAl INTEN(POWER.1i0B.lN-l F-NSF_.-ClT Al-NCK 1.)
CallSKNEI)IIL FINIFMANLIPl()\IK
Call NII(l 1013ACI l .. N.CFLFII.
CAl BURSTCOND( 110)13.1 BIRST2O'I['RSl.'CO R)ISI V)
Call SCALING) ACIL A . ~ )SRiF)3S.'~ 1F l~l
If (SR LE. R 130) tluni
Ptl) LOW0
SI.MS!.RV -0.A
(; )T( 338
end it
Call SCAIIIHINYIFMl).1 F )RATALNSI iPSOSI .)H13-0SR.( 1.
Call \1NI I0 (V P( SI )B.SG RSSkj1'IRSlFJTIP,N I Fl I)

Caill R KI I 'GII(6;PA PSI O(KVI -1\-IN IF.FRl o.))'\)

Ns (IA PISS
15K (A )\ISK

1'S0% P - I - PK

1551 THLR\IS
ISK iIIFRIISK

Call \N llII

Mt R\(WI 1.1.) P'S

IM)M~(IlL 1.10)
StIW~RV S(\ t R\ . Sti AJ Il

I') I -SUMSU5RV ](0
S1N1S!RV 0

If- I'D GIT. .003),111-N

PRIN I)1RWNIMALCIASII [S&.IYI( INI'')

I (MMA\1\l AXl34N(IM.I.4LOMH u43N43 Nl0.IAA )



I['K D I I

F '()NTINL

RFWINDS83

e nd

Suhrouuine NOR NiI 1( )13,Y I LIA )P\IA\.I MAX

f )()L B LE PR [ CI S I N P% IAX.YI I LI [). IA. X, I

It I I (B If 4 000 he n

P, A . 3 8 *YIL 1) I* *.44

e ii

* ., suhroutine calculates crresponding uis and pos~ cr> finm
j hl&c of normalized po\ker cur,.e alues. It creates al ce~lk
*r cih '. riahlc. ftme and poss r. of 21 % aluc.,

S Ihr,)I I ne ThP N'\IA \TNIAX.1\IKP( AVLR I

Integer LK.J

Data tIN %( R .1 [.1 i M43=fl512 42 5.3I'AW4u. VA

IData I N L ( MIhAK, 1211 55h2 (.1 TI21, 5-14 12.PY
I )t. P I('I( )I\,Ki.K 1.1ii1'. r i~~~ 1

I )a ~ PI ii IK K K I.1 4

I V II I1 IN I [K Ni\

I NN I [R, 1 IN C I i 1 ' \\

or(oiiril bi '~ the di cn, it tr iI1limiie

* n hot 11,. A-I,,'n C idtrn nita,



Sub routine I N LEN, I' IWLI I( 0'1, IN ITNSLAC'TUA.IA, XII

DOU.BLE' PREiCIS ION P(Ak I.~ R21 )J VAC 21 ),SRIIO011.R AN S.) N I \NI I0 -,
DOU BLE PPECISION ACTL ALX( 10)
Inteoer I.KCLLL-

SR - (IIOB**2 IL X&I.2r.
DO 20 1IzI121
IVAC(I) = PO\%I RWI (4*3.I4I5927*SR**2)

21 Continue

Z -)II)G(SR 1000)(9
TRANS .8

DO 30 K 1,21
I NTEN SE1 K K I VAC K) 'R AN S
Continue

end

I [his subroutine cakulatcs the skin teiipetaimic it ea.i h .,ini In
tilme and returns the rainiii~n al atrticd.

Subroutine SKIN'1II INTI INS[LIIIK:M.\IA ILNIP)N tI K

IXOL BLE PRECISION TLIA1PAIRAILTAA.P IA.)LIN~iS2 .. II1 .1-122
IX)) BIT PRECISI()N %1 21 IA'( ) I. R 21 I.15A iWLI \I.\X.\l NI Ni- I
Inteeer I.K

II FA 270 ()S'i
AL1PHA - S5
if - .7
DO( 40 1-1-21

Co('ntinue

% I, LI I 'A) 1

D)() S0 K 2.21

Continue

NIAXTEIP II,
1)n) 7 I Q 1

11-7



Subrounne %II(IiOB,A('ILIALX.X.C'[-L,[)

[))BE 1ECA'SI()N 1 1 )BAC [LALX( UXXI3R ST.I- 1ThLPI3R S I IiI.I 1'DN B SV
DO)11 LE PEIINI)ENTCTSR.CEODVERT
lnteger CELL,

TBRST = 288.1 - 0.O0(n"45IlO0B
TTGT = 288.15
111RST =1.013E5,(288.15 TBRST)**(-522)
PT(;,, 1011 E5 *> S YIT 4 -.
DEN BRST -~ -oU)4S4 ['B PST TBRS'V
I)ENTGT UU.034S4 'Pl TFI-GT
SR WOW 13*2 ACTI.AN~I ' .

GEO , SINJ lOB SIR)

end

Subrunc BE RSIC( MD\I)II( S MAINN11IB( (RS II)I\BRS It

P13R SY 14 sh2 15 1 RS 1' 5
D LN I RSI F -. 4~ 1 §SVRK1> 1 111i i BI.~
CIIBR~s F4 II I R S I'
end

int'24cr (ILl

SIR SQR1I()B2 -A(Ii\I Al-UHL"
S~SR SR( I BYIII3.'( o
END)

S'uhut'Linl S(Alll1IIYIEII.I( )I..\( II.ISII.CRI().Ki

)( )t B1I IM 1kCISBI" )I),I! )ji!.sIH )iliS(XIT( ) II'1.('1 I I'C R \V V
Intc ,Cr I \(iI'l

It fsI B)Ii 1.1 1 rl wn

SC(tI ( )I p

rcliHrn



endif
If (S11DB .GT. 1.5 AND. SIMD LE. 600) then
CP = .02754 +(2.524,SIIOB) +(I085.01(S10B**2)

(43720.0 (SHOB**3)) + (585000.0/(SIIOE3"4))
( 2.731E6,;(SIIOB**5))

SCALEOTP = 95*)DEXP)Sl 1013 175.0) -10)

e ndif
If (SHlOE GT. 600.AND. 511DB LE. 800) then
CP =0.04
SCALEOTP - 95*DEXP(Sll1013 175-0)
endif
If (SI lOB .G1. 800) dhen
shilP -0
return
endif
If )SGR LT. SCALEOI) then
SIITP -0
ebkc
SI IUP -CP*SCALE-OTIP*) )(SGjR SCALLOTP -. '.)
end if

Subrutine NlACIIOVP SI IOB.SGR.SSR,f'BRST:G))I'. Y III(\1111LD

DOL BLE PRECISION
X.'Sli OB.SGR,GiAMMNA.BETA.ALPIIAIDLAE[TPSf';T

DOUBLE PRECISION IETP0D1VP3DLT-p*.LUI. IA0DVGTO )

XX DSORTO(SIIOB**2) -(SGR**2 )
If AX GF, 4500) then
'I(;TolvP 0.0
return
endif

it (S(R LF. 100.OR. SI 013 LF. 100) TI I N

eke
[):LTiA I ).TAN SlI I) S R)

GAMIMA - (LX 182 ). G X)) 4 - 4. 3078o*I)L,( )(iXX))* 3
1 8.07*iI)1.DGIXXW*2 - 149.591)1.OG\) , 21().2o)

BETA -DLI;) .25 I 92*D)LOG XXW *4 - 5.8-/41*(DL.OGM)XX))*l'
*5)).298*I( )(XXW*2 - 1I 5595* I).( G X) ,248.8
A\LI'IIAI - IM.XI'0.349MI.0G)XXW*3 - 0.-,133*d)G(XX)),l2
41,408*'DLGGXX -25

DELTAP0 - .001*1DL-XI'i 31.3 N\X**-.2130))

DLLTAPB )i ('OS(1)1.1.,TA ) *' * (2 * B3E1A )) SIN)D DELTA)) I* ALPI IA-%I)* DEXI 1G AM N 1A)
DlI ,TAA DFLTArP)0 - ) I)ETAI90 - DI LTI[0 ()COS (DL 1IA) )

TGID\ 0%P I )I I I T.-\PA , DFT.*PB



Subroutine RKIIG:'O 1 T[GTOVP'l.SIIOCKVIEL.,W1NDVE'--[,,RtIO,DY N)

DOUBLE PRECISION IGOV.SI IO)CKVLL.W% IND\ LEL.RIO(,I)Y'N

SIIOCKVEI- 340.275*( I ((0*TG-1*OI)) (7* 14.7))r'*.5
\VINDVEL- 5*TIGTOV'P (7*14.7 )r340.27S (1 (6flTGIOVP) (7*14.7)1 T.S
RHOG 1.22S023)3*)(7 ±))6*TGTOV,,P), 14.7)) (7 1 )TGTOVIP 14.7))
DYN =(5.0120)*(('IG'FO\PI**2) )7*14.7 ,TGIO1-\'PO)
end

I his subroutine v, ill CdlCUh.tit a ['rbbil1Ny O1 Kill.

Subroutine PROBKIL.Lt 1SS.ISK.IIYK)

DOUBLE PRECISION ISS.ISK,)K.A.B,XX.II

It'(II LE. .5*ISS) then
PK =0

R ETL RN
endif

A =.5*Dt-OG)ISK*ISS)
B =LDLOG)ISK. 155) (2.0P2.0))4
X\ - DLOG(II) - A) B

If AX .GE. 0.0) then
P'K I 1-5*)1 .196854*XX -. 1151&4*XX-2 .U)9044*XX"I
.019527*XX**4)*-(-4)

ce
XX ABS(XX,
PK .5*) , .190854*XX -. 1 151W4*XX**2 - 00344*\X*3

A19527*XX**4)1(4)
endJif
end

IL hs subroutine CaILcUlatcs a Probabilit of Sur% k al.

Subroutine PRoBSL RV) PSOVP[.P'S-1'. ENI .1'S)

[1)A tBl PRECISION I'SOVP.PSTI IER%1.S

AIL



* This Subroutine uses an equal probability cell quadrature
* to calculate the Ground RANGE from the detonation pt to thle
* targ-et. The Ground RANGE from the centroid of each of
* tile equal probability cells is then used in other subroutines

* to calculate the nuclear effects on the targ( et.

DOUBLE PRECISION RIIOCEP)( 0),RIIOTIIETA(IO),CEP,RCEP( l0).AC'FhAL.X( IC)
DOU BLE PRECIS ION Dl FF.TGTLAT,TGTLON,IMPLAT,IMPLON
DOUBLE PRECISION TGTLATRAD,TGTLONRAD.IMPILATRAD,IMPLONIRAD
DOUBLE PRECISION TGTLONDEC.TGTLATDEC
Inteoer BC,D

DATA (RIIOCEP(B).B 1,10),'0,*.7 10707,5*1.50888,
DATA (RIIOTI IETA (C),C l,10)/0,.7 071,2* -.7071-.7071,1_.3092*-.809.309/

TGTLATDEC = TGTLAT
TGTLON DEC = TGTLON
IMPLATRAD = IM PLAT/ 57.29578
IMPLONRAD = IMPLON/57.29578
TGfLATRAD = TGTLATDEC/57.29578
TGTLONRAD =TGTLONDEC/57.29578

DIFF= 1852*60*DACOS(DSlN(TGTLATRAD)*DSINt IMPLATRAD)--DCOS(TGTFLATI.\DI)
DCOS(lMPLATRAD)*DCOS(lMNPLONRAD-TGTLONRAD))
DIFF =DIFF*57.29578

POS =DIEF/CEP

DO 15 D=1,10

RCEP(D)=DSQRT(RHIOCEP(D)**2XPOS**2-.2*RfiOCEP(D)*POS*Rl IOTI IETA) (D)
ACTUALX(D) = RCEP(D)*CEP

15 CONTINUE
End



A pIRIUdix I Silailtcd .\ttael\

R I I t tiy It 1 Altineiih 'Ill rg t Fa F~~c it r ct I I arit or
# aI, Z dI III (It'1. (MlatIII tu1161de Longittidtc Class Nearest (lv

1 0.40() 74.0005): 3S.4000 121. 25 4 2 \lClcilai AF13
5 .3 3 33 40.3 13 5 33.4,)) 1 I7. 1 40S 4 N11iach A\F3. GWEN site

.~50.4000 74.005 34.)149 118. 332 1 1 1 [(s Amneeles, California
4 - 3 40.3 1 5 39.)8 12 -12 1.)04 2 3 13cale AFB:1. TankerWin--
S 5(v4000 74.)005 37.2 248 -120 ),_4() 31 Castle AFI13. Bombers

0 ~ 03 5 3 3.21 -1 1I7.4().)) 2 iutin \Larine Corps AS
5040) 74.000)'5 321.42100 -117.1 242 2 L'.S. Naval AS North Is.

S~ 5 , 40)3 13 39.59 12 1 I 50 4 Beale ;\113. radar1 site
)4 5400 3400 34. 35 18S 11 7. 2130 2 Gc wee AF1I3

1 5 5..,33;3 40.313I '5 313. 2615 .117.5001 I Anaheim. California11
V 0.4)00 -)4.(005 3.52 -117.1411(1 3 l AF13. 13MO

z,30.4()()) 74.005 34.1)83 4 -1 181.113 I (iecldale. Cali1fornia11
14 0 .40(00 74.0005 38 .0 6 1 - 12 2. 1 5 1 S I \alle o, Californlia

15 56.4000 4.)0 3.23 - 11410 1 4 1 It i i. I'M radar site

AkII



,kppI)CdixJ~ B1iavcei an Poc,,)

PROGRAMI DETFR\ITGT

REAL PROBD.PD(15s).ESlFINI1%E.NIOE.D)IS'I,T[IN f
REAL PROI3I(0:15),\IARG.COND)(0:15IiBINCO: 15)11 IlL-'.\0):I 5)
REAL PROB2(0: 15).PR013)(0: 15)JlRoI34():I i)
REAL EPOST(4).STDE\,'POS1I'4),V'ARPoST'4)
INTEGER CAS.L\S.LS3CASVI.1l..I( (IAS(I.SV1(1I

INTEGERP....IITAII \S.IYTIlIlSl\)I((.\ NI)'C1Ij
INTEGIER CI.C2,C),.C4.I

OPEN) 11111 I'TII S.STATI. S 'OL)I4

ESTTI NIL,
DATA (CLASS\FCI()h\1 1. 1 ) I I
DATA PDOU = 1. 15 1 '5 0. (
DATA )EI ETAWJ=0 IS I-.
DATA )PROB I L).L-0, I ) 6'.00 S.).1 ) 1~ ,(5

DATA (PRO132(L),L=0,IS) Ib*.0(o25
DATA (PROB3(L4).L=0. 15) 1 6*.0625
DATA (PROB4(L).L=0IS), 16*,0625
DATA (BMN)K), K=0.9) 1,15,105.455, 1%35,3003,500.' oI35,5 o5
DATA (B IN(K), K= 10.15. 3001,1365,45 5, 10 5,15,1,
DATA ITIIETA(J). J-0,7) 0.0..06667.13333.2.2607.-, , ',.4,.4(,,0
DATA (TIETAIJ).JK1.).3..66.T33..mr0S3Ii

DO 5 F -1,15
CLASSVECTEF) -

5 CONTINU'E

DO10P= 1. 19
DO 20 1=1,10000
READ (II E[<).\ G.I.\S.\NC.S.I1IM~ < 3

INTENDVECT RV) AINICLA-SS

IF (TIME .LE. ESTTIME.AND. TIMIF .(;T. IES"I-INiII2-3(.', III)
J =RV

IF (PROBD .GE. PID)J)) T'IfEN
PD(J = PROBD
CLASSVECTWJ CLA.SS

EN DIE
FN DIF
CO (:NTI N tF

SREWIND) 1I
DO. 30 L =1,1 5
IF (CLASSVECTI.) .1W. 1)Il I: N
CLASS 1I7 CL.ASS I . I



IF (CI.SSVFL('11. .Q. -') I IN
CLASS2 - CI.\SS2 -I

CI.ASS3 - CIASS3 ,I
EN F)IF
IF (CLASS VF.C( FQ. 4. IIF FI
(LASS-1 CLASS;- I1
ENI1)F

IF (INIlN I)\ FCl( F .1 QF . 1 F1 11
('FLY CIFlY' I
IN F)I F

IF I"~IN)\('.I F- ' F'N
01I'1\I ( I II I
EN Ill I

If: IN'FI'IN)\FI'I FYly. 31FFI
SIR ATIN1 F SI'RAFIFVL F

ucc - (1'(' -

COIR I F"N

CI CLASSI
(Q CILASS2
C3 -CLAS.53
C74 (71l ASSI

PR IN'-~\10)1 '.\
IW'I NT,

PRINL."EIFIIIM SK WKR~ 011 F(Win\ F. NFVSIi Al l> AL-1

PRINT*'OR EA-CI I R ESI'147VF (1ASKS'
PR INT*
PRINT*,'(,:L..\SS 1, (CFTY INIDtISFFKNF:\l:.( 'F,. SS I
!'RINT*,'CI.,.\SS 2, (T11FIR \1F11.1F\'Y(F A S
I'RIN'P.('LASS 3,SFl R\'VFIC \F11I.1FAY('-
I'RIN-I-'ANS -4. COMMAF\I< [) 'K(FNIU)F')VM:l(F ISSI
IWINT*

D1) 35 K ,IJ
If: (K E.Q. Ii I E-N

* PRINWAKIE NEW I)ISIVRIFA. 1FF A\ F1 M ('IF, \F ' SF FWuI :S

ENDI F

IF (K F..,2 'IFN



* PRINTF*."'lI L \F\\ 11 iI 1)i1 I1( )\ H k WK I I I R \111.1i.\1\) IS
* PRINT ----------------- - - -

HlIT - (TASS?
EN DIF

PRINI> lFN W DS 11" io (I AIT:",I

HIlT CLA.SS.

* PRiT*,* ------- ------ ---------------------

i H)3~IT (T\I 3

iF RG K AW PI( (1 i Ii

\I.RG \I \M3 PR(W " 1)

It: (K-I I itEN
NIARG \IAM\K- PR(k, (I

H. (K FQ.-) 1 IH

IF(K EQ. H THEN

ENDIF

IF (K EQ. 2) THEN

\1ARG-MARGPMB )2I N11iirii1iIl i'A 11 I *( Ii Ill i iVi

IF (K EQ. 4) THEIN
\1ARG NARG .I'kH!)3(ivI3Ndiii HiiA(iv)-il 1 ii ;(\ I IllI I

(Y)NTINI 1,



1N) 37 j1 051

If- (11TK [ ..( I I 11 l 1 ' ;\N) 1

( R()I I J) I R ) ,1 \
N) RI3-

1I K MF I

it N K 1 ) .11:i

(4) R ) IlN

.N I )II

PROBLl I P I,)0 \1 \IK(
(AL YA)(

LNi- J) -4h!l

I\IN 1 NI L lL ILE \ II;\ NI

iI NM I[). LI I

k 13 -1i P RN 1 _\\ I I;III I~ I L LI uiii I -\ iI I. -I\ I iI V I LI I 1 \
PR 1IT- IL'\ P( )s I1\0I i i L I\)j I I:I I I Ill I V !(W,
\\ N " 1) I " II[ I t 11 1 1 1T \

IL F K .FL0 ) 4L -111

* P [N *.N \\P()~iRI(LI I I~IIIII.*\ 11 I ~i., I , SIL LR 1 I 1.1
111\1 E II), Nf [V I(S I IRI\ LI )k.I I Ir IA .I~ I)L.IL S Pl

CON TIN I F,

1)R INr' F *...............................

P'RINT'

(K ;IINI I"SI11 1



( ' \ I I

CI \'S?
C L..\ s 1,

II Y

II I

I I I V !

S \ ,I .

PRI T*

PRINTN

PR I ( ) I I .k M 1, '

I IRIN£ 3SR C N I '

I IN IN

I I . 'SIIIl \

C N I I \.I I
FINY*. , )D( \ \

i'INi''

tf'RI ).4 FII( \It'<,'-. (.(. •I II\, -'~t) i iS

N I) I

,,' (( )N,,ll I

:' ' NI N [

I)R NT ,' T + II LT (N )N ( i. T ) Y,.II..,, "/T[![ [I ( \ \3+ !i[ (J



.\l)l)L'n1 i\ K lt11pt+o,,. d R)'I1d..t lPo'-tC11(w "+<!,,t+ ]!!.

1V 0, 0000:,+(( gI ('( )N.')S BI I (: )1d. I" I.\ "

IIIt:t. F AR TiL I1 I I 01.1 O IN( V M N LIRS ()I \,\RIIF.,I)S l"\k(K I!
R I U.\(II RLtl ( 1\ 1: ('F- \S;

I AS,,; 1. 0I1Y IN.\ D .S I'R L 1
S .S.\- 2. )IR l1 I Ai, VAR: I

( I.. \S I. SVRA* I C I \II .I1.

: 1. ', 1 )ISI-k 1)-, I (N Il()R C IY INI)L S 1 IA I1S

V IV, I RI1kRI()l[ 1. IIIA OICO)OOC7 1-) IS (f000+ .7
\ i P I I.]\) 1( )k I( )R l I .I VA (.070001[,-02 IS 3.0(2)0 2 11:-12
M l ():SIlKR()R I:( )R Il I IV.\ - 0.1333300 IS 5.508507 --0)
\ , I( )s II<1( )k FOR IIFI..-\ I)2000000 IS 3.4 o0 2(1: - 7

\iN P ) I IF ,I ()t KF)R1 IlETA 0.2006700 IS 5.78529)5317-
\ I I'()S+II.IRII R 1:k II ItI A 0.3333300 IS 4.599115()7-5
\i l()-I10.R k 1(UR Ii II[.ITA 0.4(000 IS 6.22,3 391-n3
\I \\ IN)S ILRI(IR FUR 1I EI.\ 0.400-0 IS 0.3580401:-()

\NI P()ST['I.R R) R F(OR 'I II I A 5333 IS 0.4317132
NI '() SIFRI()R F)R ItIT.\ Is(())O) IS 0.3I) -1 ,
N\\ IN S)ITRI()R FOR 1 I1- lIA 0 (666T70 IS (). 1 354 12
N.,I P( ).S IERIUR FUR T I E.TA .733,3111 IS 0.8802201 F.93
NMW P(I)STERIUR FO)R TI I FI A, \ V500009 IS 5.069203 11-i3
N :WP IP T SR II (R Fi)R Itl LIA 0.866(67()0 IS 2.7001)4()51l-(.
NI W Pt()STIRI()R FUR I TIIt-LT\ (), )3333 U) IS 3.s1 523 1:
Nl.\\, IN )SILR+ R I( F k II I-TA 1 !)9 ( ( ) ISg L5(h Oi(}i[OL[

N\ I( )SII.:R I( R k T) IIT If .00 000(L .00 IS 0.00 0000I(.. ,,
N 1W1,, S BNR F()R II I A (.6670()[ IL2 IS 0.4439132

N,.IW i'().ILRI( )R F( )R ll IIA .\ 0.1333300 IS 0:.3145')73
NLW 'OST FR I,()R F)k III VIA 0.2000000 IS 0.1530737
NE\ P)STIER K)R FOR TII IF.A 0.2666700 IS 6.067933913-2
NEWI P()STERIOR F)R HIIFIA = 0.3333300 IS 199756,F 02
NEW POSTERIOR FOR TI IET.\ 0.4000000 IS 5.4,3425217 )
N 1:W P( )SI7R IOR FOR TI I EITA 0.406700 IS 1.22)783-1-1
NEW P()STERIOR FOR ItIl IA 0.5333300 IS 2.17746F I0
NEW POSTERIOR FOR TI IFTA 0.6000000 IS 2.81750721:-(H
NEW )POSTERIOR FOR T[ I ETA 0.6606700 IS 2.437959017 1-03
NE L P)STERIOR FOR T I ETl.\ 0.7333300 IS .1795097I-l 7
N IW P(STERI)R FOR,, TI fTA 0.000000 IS 2.2)2,0 S31. ()19
N FW ( )STRIOR FO R II IETA 0.( 60700 IS 2.5058571:-12
NEIW% POSTERIOR FOR VIITA 0.9333311 IS 5.59T511 1-
NLoW PO()SI' ERIOR FOR T1 1VA 1.000000) IS 2.29(28939F, I0
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fi X\ I )I S;H] HI *I I0I ) F(}k II' VH GICMIITIAR, YIS

N*\\, i' 11.0ll(q, ()k lI Il.\ (l1 X00 )0(T. () IS 0.000001II. ,
NI 1\\ I'T)SI1RI() I- FIR TII .IA 0, ,o 7 l ,k 2 IS (1441911'
NOW P(s)RI , F-(k I I1lIA 11 13333) IS 0.3145973
NO W\ P{O S I { ,I )t I( \ I II f l TA (12 {}10()8)() IS )153 ,737
N!W P()S IORI t1.{4) 1 TtI I .I 0 20h6, 0 0 S (7 301 112

NI: P{OSTIRIt k IH k II IIIA }3333100 IS 5.99'SO)4 5' 2
N1W POSTERI{}R H1k TTIL I A 0.-1{1001} IS 1.4 34252t
.IN\ WP{ST-RIF R R 1), TII:-\ i-IIAhT0 10 IS 1.229T8;4F I

NFW WPST-RIP, R 1 R IIIi.\ I I3333{()1 IS 2.17--,1,l io
N1\V POSTERIOR F(OR Til .-\ lohI,)-,l IS 2SITS'ls( ,
NII, T1'()S -RIT R F I '-111L I (h IS 213 '5
NFI\\ P{ISIORN 11k T1. I7lIA 033Th1 IS 1.17' "o) ' 11'
NO:\\ PIOSIt )R I 11:1..\ , I IS 2.2I2M3 1

NI.\V (SI,Ikl)R II )k 111H \ ,.o;K4 IS k55,- ' 5*l i1I
NIR\\ I(S I() 1 (11 k IIll. :s M S {) 1rti, I.

1-1(0 NOW\ I)IS IRIO( rlI IN F{}i, (4 KINIAN[) .\NI) ('{ Nh rk{. 1I;

N i-O W IN)S 1IiR N{ k ..... . I TA 0. 00(.. ... l . () {}.O0..0). .. ..
NO\\ FSlRI( t F II (VI H) DIvoT}l I2 IS 0.2{)371,3
\ 1W P 0SI2RI Rk FOR 000 0I0I00 -0.13333{ is IS .31{(fr)293
\ 1 '\\ P() I RI OR [:0k 1*111 .\ 0.20070(10(1 CIS (.2)71(,
Nf-\\ tP{)ST FR10 , FO)R TI[LTA ().,()(,)0()0{} IS 0).24713(,5'

N1\k i')S IR())RFO 1 TI LIA 0.2)()70) IS 0.1417581
NfI\\ I': STOR 1)R Ok 11 IIA 0.3333300 IS 6.41 (4929L-02
N[!\\ :P)STL!RI0R FOk ItlILTA 0.4000000 IS 2.3485141f1F-(2
Nl\N f'sit-1iR OR T ItITA (0.4o6(700 IS 6.91313340-03
\NO\ POSTERIOR FOR TtIETA (.5333300 IS 1.5915751E-03
\O P(STE-RIOR FORT II:TA 0.6000000 IS 2.7151196E-04
\ OW. PIS ITR IOR FOR TI I-IA 0.6666700 IS 3.13253 i 9E-05
N 1 W POSTERIOR FOR TtI1ETA 0.7333300 IS 2.0843454E-06
NiO\ POSTERIOR FOR TIIETA - 0.8000000 IS 5.8921863E-08
N\W POSTERIOR FOR TIIETA 0(.8666700 IS 3.5520284E-10
NO1 W POSTERIOR FOR T111I'A 0.9333300 IS 5.0335360E-14
N I1W I')STIIRI{(R FOR TIII .TA 1.000000 IS 0.0000000 01)
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\I()l IS: {.() 0H

\ I fX)0.00(X) SEU)NI)S BY:1 (i l IMP,'('I
I'IIFR F ARF THE FOI.( ,IN( - N N WRS I VA R.I [I )S VA R(i
I{ R L-\CII RE;PF ('TIVE (I.\> S

CLASS 1. (ITY. INDUSI R.IAI 7
CLASS 2. OTHER MIIL.ITARY: 4
C.ASS 3. STRATE-GIC IIt.ITAR: I
CLASS 4. CONNAND N CONI \ i.('()\I:

HIE NE\\ DISTIRtLTII( N F(R (' I Y IN)LSI VHAL IS

\F\V POSIEI IOR FOR TI ELA 0 (000000IIo (10.()o IS I 1 .
NEW PSITERIOR FOR TlHETA (,{T000l I ()2 IS 0.o()(()()(-.,
NE \VP OSTERIOR FOR IIETA 0.1333300 IS 1.19541571-.4
NE\ POSTERIOR FOR III ETA {.2000000 IS 1.43;, 5-5 14
NEW POSTERIOR FOR TIETA (I.2()6(70() IS I .330,03f

NE\\ POSTERIOR FOR TIETA 0.3333300 IS 4.o2551 .0 J
N :\V POSTEIRIOR FOR TI ETA 0.400000(0 IS S.561,375{FI
NE\\ POSTERIOR FOR TIETA 0.4666700 IS 0.{ 7177
NEW POSTERIOR FOR T1IETA - 0.5333300) IS 0.24180419
NE\ P()STERIOR FOR TIIETA 0.()00000()() IS 5.8 70130)Sl-0-4
N\I P)STERI)R FOR TI I ETA 0.66670(0 IS 3.)518 266E- )S
NE\ POSTERIOR FOR THIETA 0.7333300 IS 3.4373213F- 15
N:\V POSTERIOR FOR TIfETA I.S). S 1.3351663E--23
NEW POSTERIOR FOR TI- TA 0.S000700 IS 7.0-493946E-37
NEV POSTERIOR FOR T IETA - 0.9333300 IS 0.0000000F,00
NEW POSTER[OR FOR TIlETA - 1.000000 IS 0.0000000F..00

TILE NEW DISTRI13LI.TION FOR () VIER MILITARY IS

NEW POSTERIOR FOR TI I ETA 0.O000001 . 00 IS 0.000000F-
NEW POSTERIOR FOR TI If: 'ITA h,.070(X0lI-/12 IS 2.2475454E-I5
NEW POSTERIOR FOR THETA -0.1333300 IS 1.0834739E-05
NEW POSTERIOR FOR TIETA - 0.2000000 IS 6.1342474E-02
NEW POSTERIOR FOR TIt[ETA 0.26667(( IS 0.7505540
NEW POSTERIOR FOR TIETA- 0.3333300 1S 0.1858960
NEW POSTERIOR FOR TILETA 0.4000000 IS 2.1951352E-03
NEW POSTERIOR FOR TIIETA - 0.4666700 IS 1.6427758E-06
NEW POSTERIOR FOR THETA 0.53333)0 IS 7.3555537E-I I
NEW POSTERIOR FOR THIETA 0.6000000 IS 1.3633678E-16
NEW POSTERIOR FORTHETA - 0.6666700 IS 4.9150286E-24
NEW POSTERIOR FOR THETA 0.7333300 IS 8.4330360E-34
NEW POSTERIOR FOR T[IETA - 0.8000000 Is 0.00000E .)}0
NEW POSTERIOR FOR TIETA 0.8666700 IS 0.OOOOOOOF 00
NEW POSTERIOR FO TIETA 0.9333300 IS 0.0000000IF.,)(
NEW POSTERIOR FOR THETA - .(30000 IS 0.0000000F.00
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II II- N\V D)ISTRI IWTI(')N F(OR S, k.VIGI \1 LI IARY IS
.............................................-

NI.W POSTERIOR FOR TH1ETA 0.) I00oo .() () IS 0.000001(i..
NI\W POSIERI)R FOR I' IETA . ,7(.0(K) I i12 IS 0.9534o 10
NE:W POSTERIOR FOR T IETA - (.13333() IS 4 ,506215EF4O
NEW POSTERIOR FOR TIH(ETA 0.2000000 IS 2.8965404E-05
NEFW POSTER [OR FOR TI IETA 0.2606700 IS 1.5109072E-)0
NE-WPOSTERIOR FOR TIETA 0.3333 is) I0223S35E-14
NFW POSTERIOR FOR Il E TA 0.401)0000 IS }.09098SS)N 21
NE\V POSTERI)R FOR T IETA 0.4000700 IS SO) 5003% 2
NEV POSTERI(OR FOR TI TA (.5133300 IS 5.4395331 -:
N f\W POSTERIOR (OR TII .VIA !1)600000 IS (.00000)()lI .1

N 11\ POSTERIOR FOR TItI TA 0,6000700 1S 0.0000)001.
N IW POSTERI)R FOR TIIET:A 1 7333300 IS 0.O0t00t0. 0
NE\\ POS1ERIOR FOR IlI FlVA (0 "I"00000_ IS 0. ()000))) . W)
NEW POSTERIOR FOR TtHETA - 0.S)66700 IS 0.000000(0.)F',
NE\\ POSTRIOR FOR IIIITA I)'06 'S 10.(0000000i 1:,
NE\\ I'(SI IVRIOR I:H)R TII (EV .00(i IS 000( 00001F "0

..... ...................................

VHFE NEW DISTR I I Ih N FO R ()\ ANV \ND C)(ONTROL. IS

NE\ P{)SIERi()R F(OR Y I FETA 0.O00000(.A1.)O IS 0.000000)E - 1j,

NEW POSTERIOR FOR I'I IT.A (.007000111-H2 IS 1.0336550F-0-
NEi\\ POSTERIOR FOR IIltITA 0.13333010 IS 5.0042503E-02
NI-\V POSTERI)R FOR TIIETA 0.2060000 IS 0.8353939
NEW P0ST1ERIOR FOR T|I (TA 0.260700 IS 0.1139450
NE\ P(OSTERIOR FOR ITETA 0.3333300 IS 6.1818527E-04
NE\W POSTERIOR FOR TIETA - 0.4000000 IS 2.3118857E-07
NE\W POSTERIOR FOR 'TlLETA 0.46067(X) IS 6.194559E-12
NL\V POSTERIOR FOR TtETA 0.5333300 IS 1.2027955E-17
NIF\V POSTERIOR FOR THEITA 0.600000( IS 8.5295881E.25
NEW POSTERIOR FOR TIIElA .0.666700 IS 9.7386190E-34
NEW P()STERIOR FOR THETA 0.7333300 IS 0.00(10000 (-10(
NEW POSTERiOR FOR TIIETA ().S( ()( IS (.(i0000( -- ()Oo
NEW POSTERIOR FOR TI IF'I.A (.866700 IS (.OOOOOOOE (1(0
NtIV POSTER (OR FO0R II- 'TA (.933330( I (Is.01) }000(E(1
NEW POSTERIOR FOR TIHI-TA 1.000(010 Is 0.00000001F1.)))
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% (1f IS ool;1 ;

A I S1 )( ) NI ('()\ S B I RI I' \( I
Ill FE! ARt -TIF 14 )I.I {\'k ING, NV N1I1 WS()I VAI\IIVA[)S I\, K( I
I ()R I-A\II R ISPI CI\ I (T.. S

CI .\SS I. 'II Y IN])I S I .RI A
Ci \KS 2.( IIfR 11! \RY 
(I \sS 3. VVN V .r V & il I .AK
(I \SS I. ' )\I\ \ ,'{ N I . 1 ,.

:\1.\ IlS lili( A 1 1 i\ - Cl 1 , IN I ItI,\IL IS

V! \\ I )S II-KI( )R I )l\ IIIF I OO, OOOE { IH)0 )(. IS 0.0000000[E (,
\t\\ I'(NSiIK )iK I {)RI III-T\ (, io O II.'- ' IS 0.0000' .dl

i\\ '(S) S I Kit ) R I III I' 1 333 3H IS 1.499881[E-3I
N I\\ )( IS I 1I( R It(I III-.I A ().2{)IOO IS 4.48398031- IS'

N (\), N SII.RI( I )R (iI If I - .AT0O () IS 3.84586391 - I,
\\ , P II()s I I( )f I i T I I FT .1333 ()(I IS I.7367700 -0

N\ P( )sIII I t()R rIlIL I O.-10)0000(1 IS 0.1016216
NI\ P{) ItI It I()R I.( TIITA 0 4-(,0 '00 IS 0.7)94 5)0
NEI PI)STFRI{)R I(OR IIITA 5} ,333;00 IS 9.W,,389F 11F--

I : I() rSTFR I() I R TIII FA (}0000(00 IS 2.710 637L-()-
NF\ , I(S I )l\ I ()I\K (1K ll I 00(410 ) IS 5.7490036) -1 II
N I N. PI)SI t, II()IK N'.\ (1)'K l I3333)() IS 3.P2351001 Io
NL\V P IS IERi()i, 1()R ll TI'0\ 0 )() IS 1,.372(04,7?t--I
\I.\V P )SIlRII()[\) F(I TIll I:\ 1 ., tT,{o 7()U IS 0.000 -) (10

N LV P)STI RI()R FOR Tl I ()\ 0t .33300 IS 0.0000)HI. 00
N L\\ P{)STI I I I ) R tI ..\ I .000000 IS 0.000000()[ (i7

lIfE NEiW DISTRII11.-I )N FOR 0 V1 I'ER MILITARY IS

N .. I( )SII RIt R R()R I IIT.\ {}.1(OOOO 1I . (0 IS 0.0000()(tU.l
N I P0 STERI( ) FR R I I l.VA (.1 7()t11 I,-('2 IS 2.4188 731-',
NI:'W P( S TIFR 1( IR H:)R N1 TL VA 0.131333300 IS 2.92S32701 I-)?

I:. P()STE:R It I ) R R T f I I A 0.21000(1(0 IS 3.21 8(132-11-{}
N FI P(STF N IOR FOR TI I FTA ().2)66700 IS 0.8541 4,$5
NI.W P( )STE RI()R IO( 'I IIfITA (1)333331}( IS (1.01134317
NE\ P()STErRI(}P, FO)R, TIF IA 0)4(100}0) IS 2.40140651: 04
NF, W POSTERIOR FOR TEIETA 0.4166700 IS 1.1883,68L 08
NE\W POSTERIOR FOR T IEFTA 1)5333300 IS 1.26582841t-1-1
NEW POSTER I( )R FH)R I"II E1 A {.O0O000 IS 1.750091 5E-22
N\W P(OSTERI()R FOR 1111 T (LTA 06670(0 IS 1.1 167650}F V'
NE ' POSTFERI OR F) VIII-TA I } 133300 IS 0.0000000[ 001
NF W PO)STERIOR FOR TIIIFVA {10)00000 IS 0.0000000OF .(
\NEW I'()STERIR(}P [/(R IN 11[A (If FThA7A1 IS 0.000000(f: (4)
NW'( I),\ P)SURIR I )N I I VA U )333300 IS 0.O000000- ()
NE, W I(}SV-RI()R )R I I I- 1A 1.0((0(( Is 0.0000001) 10(
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H-1! \1 % I )1I RIML"'k )\ F,()1, 1 VI IT C V" 'i!i[ \I\ ) I'S

\l\' P()SI'ERI( )R I()R 'II I-T"\ 0 143333( ) I IS ( .11)004512
NI\ POSFRI( )R FOR VI I.-\ 2A6040())I(I IS .S,742t i,
N V PI\ I') TRI( I. IR F(R Il I F .\ .2,670() IS (. ,))4-32 I
\F"I POSTFRIO)R FOR 'D IlFl. (3333300 IS 1.3742)'I-

\I\V, 01()S~IFRI( )R E:()R It[Vl.\ 1.4000000()( IS 1 ,)0S)'- 2I. 25
"I\\ Pt )SIRIiR OR Il IET.\ ().o(,0K700 IS .1 130>11

'Ni \\ I ( )s I!RI()FR I)R llfI I ..\ (~i131111k) IS ().001(/t1¢I :.N \\ I (JS[ MRIOR FOR TIIFIA , 0.3333300 IS 0.0)hbol .1,
'NI\\ I (S I FRI0R FOR 1II1\ i V 0(T00000 IS (2(5()hI
N L\\ I'()S I[-RIOR [:OR TI I 1.-\ 0j.463337 0I0 IS S.13() ") [, . .
ML\\ P( STERIOR FOR TIII-IA IWO.) 1 IS U. * I--l.
\lE [SITDISTR OR TI IT F- (,0000I0)\' IS (.(N()kIll .,
NEW POSTERIOR FOR IIETA 0..00000 1 S ()I. 000000.

NEW POSTERIOR FOR ItET% (.0073)O() .' IS (I. n.2 0E-i

NEW POSTERIOR FOR TIETA.\ (1333301) IS 3.2370355E-02
NI-\\ P0OSTERIOR FOR ILVIA O2([)0()0 IS 0.92554t 5

NI W I OSTE R [OR FOR T}I ET.- 0.2(,60()0 IS 4.2055226 E-)2
NE\\ Pt)S - RI(OR FOR I IET,-\ I .33330(0 IS 2.4 1056SE-15
N F\\ POSTFRIOR F(OR TIIETA 1140001)0(1 IS 3 69982E- 10
NE\\ POSTER IOR FOR TIHETA - 0.4Oo,2,)1) IS 1.02532(.07E -1

NI\\ PSTERIOR FOR TIIETA 0.5333300 IS 2.187034E-24
Ni-\ POSTERIOR FOR TtIETA -0.6000000 IS 2.73999E-34
NE POSTERIOR FOR THiETA 0.20667)0 IS 0.2058226102
NEW P( (STERIOR FOR Ti I.ETA 1.733331) IS 0.00001(O(E-.()11
NEW Pt)STERIU)R FOR TIE..1A 01.S0( 0 IS 3.9009982F-0!
NEW P()STERIOR F()R IIETA ().S(66670() is 0.000( ( 0,F 1NEWV [POS TEIORI FO)R lTHEl.- ().')()00C()() IS 0 ()O()( (o( , -((
NEW% P)S-FERIOR F()R TI IETA ()'O0600 IS (). " f V)() {.,NEW POSTERIOR 14 )RIT THETAN (['3333() IS (0N11(00 p

NEW POSTERIOR FU R TiHEITA 1.0000010 1I1S011(1!
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MOE IS: 0.866667
AT 360.0000 SECONDS BEFORE IMPACT
THERE ARE THE FOLLOWING NUMBERS OF WARHEADS TARGiTi 1)
FOR EACH RESPECTIVE CLASS

CLASS 1, CITY/INDUSTRIAL: 6
CLASS 2. OTHER MILITARY: 4
CLASS 3, STRATEGIC MILITARY: I
CLASS 4, COMMAND & CONTR)L,COMM: 4

THE NEW DISTRIBUTION FOR CITY/INDUSTRIAL IS

NEW POSTERIOR FOR THETA = 0.0000000E,00 IS 0.OOOOOOOE+u)o
NEW POSTERIOR FOR THETA = 6.6670001E-02 IS 0.OOOOOOOE+0()
NEW POSTERIOR FOR THETA = 0.1333300 IS 9.3857267E-38
NEW POSTERIOR FOR THETA = 0.2000000 IS 4.3042319E-21
NEW POSTERIOR FOR THETA = 0.2666700 IS 2.3343194E-I 1
NEW POSTERIOR FOR THETA = 0.3333300 IS 9.9269673E-06
NEW POSTERIOR FOR THETA = 0.4000000 IS 0.1387112
NEW POSTERIOR FOR THETA = 0.4666700 IS 0.8341351
NEW POSTERIOR FOR THETA = 0.5333300 IS 2.7143082E-02
NEW POSTERIOR FOR THETA = 0.6000000 IS 6.4300713E-07
NEW POSTERIOR FOR THETA 0.6666700 IS 3.2085046E-14
NEW POSTERIOR FOR THETA 0.7333300 IS 7.4203554E-26
NEW POSTERIOR FOR THETA 0.8000000 IS 0.OOOOOOOE, 00
NEW POSTERIOR FOR THETA = 0.8666700 IS 0.0000000E 00
NEW POSTERIOR FOR THETA 0.9333300 IS 0.OOOOOOOE+00
NEW POSTERIOR FOR THETA = 1.000000 IS 0.0000000E,00

THE NEW DISTRIBUTION FOR OTHER MILITARY IS

NEW POSTERIOR FOR THETA = 0.0000000E+00 IS 0.0000000E-+0)
NEW POSTERIOR FOR THETA 6.6670001E-02 IS 4.7382295E-20
NEW POSTERIOR FOR THETA = 0.1333300 IS 3.1035223E-09
NEW POSTERIOR FOR THETA = 0.2000000 IS i.0757698E-02
NEW POSTERIOR FOR THETA = 0.2666700 IS 0.9009884
NEW POSTERIOR FOR THETA = 0.3333300 IS 8.8209219E-02
NEW POSTERIOR FOR THETA 0.4000000 IS 4.4641467E-05
NEW POSTERIOR FOR THETA = 0.4666700 IS 1.9173273E-10
NEW POSTERIOR FOR THETA = 0.5333300 IS 6.3457082E-18
NEW POSTERIOR FOR THETA = 0.6000000 IS 8.5893317E-28
NEW POSTERIOR FOR THETA = 0.6666700 IS 0.0000000E+00
NEW POSTERIOR FOR THETA = 0.7333300 IS 0.OOOOOOOE+00
NEW POSTERIOR FOR THETA = 0.8000000 IS 0.OOOOOOOE+00
NEW POSTERIOR FOR THETA = 0.8666700 IS 0.OOOOOOOE+00
NEW POSTERIOR FOR THETA = 0.9333300 IS 0.OOOOOOOE+00
NEW POSTERIOR FOR THETA = 1.000000 IS 0.0000000E+00
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THE NEW DISTRIBUTION FOR STRATEGIC MILITARY IS
--------------------------------------------

NEW POSTERIOR FOR THETA = 0.0000000E+00 IS 0.000000OE400
NEW POSTERIOR FOR THETA = 6.6670001E-02 IS 0.9374088
NEW POSTERIOR FOR THETA = 0.1333300 IS 6.2590316E-02
NEW POSTERIOR FOR THETA = 0.2000000 IS 8.9045921E-07
NEW POSTERIOR FOR THETA = 0.2666700 IS 1.2160173E-13
NEW POSTERIOR FOR THETA = 0.3333300 IS 4.0564041E-22
NEW POSTERIOR FOR THETA = 0.4000000 IS 3.6755363E-32
NEW POSTERIOR FOR THETA = 0.4666700 IS 0.OOOOOOOE+00
NEW POSTERIOR FOR THETA = 0.5333300 IS 0.OOOOOOOE+00
NEW POSTERIOR FOR THETA = 0.6000000 IS 0.OOOOOOOE+00
NEW POSTERIOR FOR THETA = 0.6666700 IS 0.OOOOOOOE+00
NEW POSTERIOR FOR THETA = 0.7333300 IS 0.OOOOOOOE+00
NEW POSTERIOR FOR THETA = 0.8000000 IS 0.OOOOOOOE±00
NEW POSTERIOR FOR THETA = 0.8666700 IS 0.OOOOOOOE+00
NEW POSTERIOR FOR THETA = 0.9333300 IS 0.OOOOOOOE±00
NEW POSTERIOR FOR THETA = 1.000000 IS 0.0000000E+00

THE NEW DISTRIBUITON FOR COMMAND AND CONTROL IS

NEW POSTERIOR FOR THETA = 0.OOOOOOOE 00 IS 0.OOOOOOOE+00
NEW POSTERIOR FOR THETA = 6.6670001E-02 IS 1.1269402E-12
NEW POSTERIOR FOR THETA = 0.1333300 IS 7.4367411E-03
NEW POSTERIOR FOR THETA = 0.2000000 IS 0.9617536
NEW POSTERIOR FOR THETA = 0.2666700 IS 3.0805947E-02
NEW POSTERIOR FOR THETA = 0.3333300 IS 3.7615407E-06
NEW POSTERIOR FOR THETA 0.4000000 IS 4.526253 IE-12
NEW POSTERIOR FOR THETA = 0.4666700 IS 6.4341352E-20
NEW POSTERIOR FOR THETA = 0.5333300 IS 7.8136791E-30
NEW POSTERIOR FOR THETA 0.6000000 IS 0.0000000E+00
NEW POSTERIOR FOR THETA = 0.6666700 IS 0.0000000E+00
NEW POSTERIOR FOR THETA = 0.7333300 IS 0.0000000E+00
NEW POSTERIOR FOR THETA = 0.8000000 IS 0.0000000E+00
NEW POSTERIOR FOR THETA = 0.8666700 IS 0.0000000E+00
NEW POSTERIOR FOR THETA = 0.9333300 IS 0.OOOOOOOE+00
NEW POSTERIOR FOR THETA = 1.000000 IS 0.0000000E -(0
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Appendix L Perfect Radar Information Posterior Probabi I ties

MOE IS: 0.866667

AT 900.0000 SECONDS BEFORE IMPACT
THERE ARE THE FOLLOWING NUMBERS OF WARHEADS TARGETIH)
FOR EACH RESPECTIVE CLASS

CLASS 1, CITY/INDUSTRIAL: 6
CLASS 2, OTHER MILITARY: 3
CLASS 3, STRATEGIC MILITARY: 2
CLASS 4, COMMAND & CONTROL,COMM: 4

THE NEW DISTRIBUTION FOR CITY/INDUSTRIAL IS

NEW POSTERIOR FOR THETA = 0.00000000 IS 0.0000000E,(1,)
NEW POSTERIOR FOR THETA 6.6670001E-02 IS 4.3975006E-0€(
NEW POSTERIOR FOR THETA = 0.1333300 IS 1.4439678E-04
NEW POSTERIOR FOR THETA 0.2000000 IS 8.0038002E-04
NEW POSTERIOR FOR THETA = 0.2666700 IS 2.0551626E-03
NEW POSTERIOR FOR THETA 0.3333300 IS 3.3246884E-03
NEW POSTERIOR FOR THETA = 0.4000000 IS 0.1068378
NEW POSTERIOR FOR THETA = 0.4666700 IS 0.2799938
NEW POSTERIOR FOR THETA = 0.5333300 IS 0.5002171
NEW POSTERIOR FOR THETA = 0.6000000 IS 9.4966874E-02
NEW POSTERIOR FOR THETA 0.6666700 IS 1.1543527E-02
NEW POSTERIOR FOR THETA = 0.7333300 IS 9.8825774E-05
NEW POSTERIOR FOR THETA = 0.8000000 IS 1.2505929E-05
NEW POSTERIOR FOR THETA = 0.8666700 IS 5.2575018E-07
NEW POSTERIOR FOR THETA = 0.9333300 IS 1.6028454F--09
NEW POSTERIOR FOR THETA = 1.000000 IS 0.0000000E,00

THE NEW DISTRIBUTION FOR OTHER MILITARY IS
........................................

NEW POSTERIOR FOR THETA = 0.00000001-+00 IS 0.0000000E,H
NEW POSTERIOR FOR THETA - 6.6670001E-02 IS 6.2777497E-02
NEW POSTERIOR FOR THETA 0.1333300 IS 0.2063568
NEW POSTERIOR FOR THETA 0.2000000 IS 0.2665385
NEW POSTERIOR FOR THETA = 0.2666700 IS 0.2223851
NEW POSTERIOR FOR THETA = 0.3333300 IS 0.1384026
NEW POSTERIOR FOR THETA 0.4000000 IS 6.75437001- 02
NEW POSTERIOR FOR THETA 0.4666700 IS 2.6095873--02
NEW POSTERIOR FOR THETA - 0.5333300 IS 7.8468667E-03
NEW POSTERIOR FOR TIIETA . 0.6000000 IS 1.7569655l-03
NEW POSTERIOR FOR THETA 0.6666700 IS 2.7028067E-04
NEW POSTERIOR FOR THETA 0.7333300 IS 2.4727377E-05
NEW POSTERIOR FOR THETA = 0,800)O(00 IS 1.0167024-.06
NEW POSTERIOR FOR THETA 0.866670) IS 9.96059771;--,)
NEW POSTERIOR FOR TIETA 0.9333300 IS 3.039911 l:-12
NEW POSTERIOR FOR THETA - 1.00(O)0 IS 0.(XX)O000t-[00
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THE NEW DISTRIBUTION FOR STRATEGIC NIILITARY IS

NEW POSTERIOR FOR THETA = 0.0000000E-00 IS 0.0000000E+00
NEW POSTERIOR FOR THETA = 6.6670001E-02 IS 0.2037163
NEW POSTERIOR FOR THETA = 0.1333300 IS 0.3109293
NEW POSTERIOR FOR THETA = 0.2000000 IS 0.2471365
NEW POSTERIOR FOR THETA = 0.2666700 IS 0.1417581
NEW POSTERIOR FOR THETA = 0.3333300 IS 6.4164929E-02
NEW POSTERIOR FOR THETA = 0.4000000 IS 2.3485141E-02
NEW POSTERIOR FOR THETA = 0.4666700 IS 6.9131334E-03
NEW POSTERIOR FOR THETA = 0.5333300 IS 1.5915751E-03
NEW POSTERIOR FOR THETA = 0.6000000 IS 2.7151196E-04
NEW POSTERIOR FOR THETA = 0.6666700 IS 3.1325319E-05
NEW POSTERIOR FOR THETA = 0.7333300 IS 2.0843454E-06
NEW POSTERIOR FOR THETA = 0.8000000 IS 5.8921863E-08
NEW POSTERIOR FOR THETA = 0.8666700 IS 3.5520284E-10
NEW POSTERIOR FOR THETA = 0.9333300 IS 5.0335360E-14
NEW POSTERIOR FOR THETA = 1.000000 IS 0.0000000E .00

THE NEW DISTRIBUITON FOR CO(MMAND A\ND CONTROL IS

NEW POSTERIOR FOR THETA = 0.0000000FI.00 IS 0.0000000WFi,
NEW POSTERIOR FOR THETA = 6.6670001L 02 IS 1.3465963l--02
NEW POSTERIOR FOR THETA 0.1333300 IS 9.5330343E-02
NEW POSTERIOR FOR THETA =0.2000000 IS 0,2000959
NEW POSTERIOR FOR THETA = 0.2666700 IS 0.2428392
NEW POSTERIOR FOR THETA - 0.3333300 IS 0.2078002
NEW POSTERIOR FOR THETA - 0.4000000 IS 0.1352172
NEW POSTERIOR FOR THETA - 0.4666700 IS 6.8568379E-02
NEW POSTERIOR FOR THETA: 0.5333300 IS 2.6929030E-02
NEW POSTERIOR FOR THETA 0.6000000 IS 7.9139406E-03
NEW POSTERIOR FOR THETA . 0.6666700 IS 1.6232665E-03
NEW POSTERIOR FOR THETA 0.7333300 IS 2.0419332E-04
NEW POSTERIOR FOR THETA 0.8000000 IS 1.2212872E-05
NEW POSTERIOR FOR THETA 0.8666700 IS 1.94423821--07
NEW POSTERIOR FOR THETA - 0.9333300 IS 1.2779210E-10
NEW POSTERIOR FOR THETA - 1.000000 IS 0.0(0000)OE(X)
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MOE IS: 0.933333

AT 600.0000 SECONDS BEFORE IMPACT
THERE ARE THE FOLLOWING NUMBERS OF WARHEADS TARGE'.I )
FOR EACH RESPECTIVE CLASS

CLASS 1, CITY/INDUSTRIAL: 5
CLASS 2, OTHER MILITARY: 4
CLASS 3, STRATEGIC MILITARY: 2
CLASS 4, COMMAND & CONTROL,COMM: 4

THE NEW DISTRIBUTION FOR CITY/INDUSTRIAL IS

NEW POSTERIOR FOR THETA = 0.OOOOOOOE+00 IS 0.00000001E+()
NEW POSTERIOR FOR THETA = 6.6670001E-02 IS 6.6242504E-25
NEW POSTERIOR FOR THETA = 0.1333300 IS 1.4764365E-1 I
NEW POSTERIOR FOR THETA = 0.2000000 IS 1.7445456E-05
NEW POSTERIOR FOR THETA = 0.2666700 IS 1.3163893E-02
NEW POSTERIOR FOR THETA = 0.3333300 IS 0.1082553
NEW POSTERIOR FOR THETA = 0.4000000 IS 0.8408837
NEW POSTERIOR FOR THETA = 0.4666700 IS 3.7595041E-02
NEW POSTERIOR FOR THETA = 0.5333300 IS 8.4689862E-05
NEW POSTERIOR FOR THETA - 0.6000000 IS 1.1722412E-09
NEW POSTERIOR FOR THETA 0.6666700 IS 3.3358529E- 10
NEW POSTERIOR FOR THETA 0.7333300 IS 6.8413715E-26
NEW POSTERIOR FOR THETA 0.8000000 IS 2.1502974E-37
NEW POSTERIOR FOR THETA 0.8666700 IS 0.O000000E,00
NEW POSTERIOR FOR THETA = 0.9333300 IS 0.OOOOOOOE.00
NEW POSTERIOR FOR TIIETA 1.000000 IS 0.0000000E,00

THE NEW DISTRIBUTION FOR ()I'IIER MILITARY IS

NEW POSTERIOR FOR THETA = 0.00000001:,00 IS 0.0000000LdE,()
NEW POSTERIOR FOR THETA = 6.66700011--02 IS 5.9472148E-14
NEW POSTERIOR FOR THETA = 0.1333300 IS 6.1810992E-05
NEW POSTERIOR FOR THETA = 0.2000000 IS 0.1325185
NEW POSTERIOR FOR THETA - 0.2666700 IS 0.7663514
NEW POSTERIOR FOR THETA = 0.3333300 IS 0.1004011
NEW POSTERIOR FOR THETA = 0.4000000 IS 6.6686742E-04
NEW POSTERIOR FOR THETA = 0.4666700 IS 2.8969836F[--07
NEW POSTERIOR FOR THETA - 0.51333(X) IS 7.60394181--12
NEW POSTERIOR FOR THET'A -0.6(X)X)XX) IS 8.1813705F.-I8
NLW POSTERIOR FOR THETA 0.6666700 IS 1.659(X)831-25
NEW POSTERIOR FOR THETA - 0.7333300 IS 1.5056659E-35
NEW POSTERIOR FOR THETA - 0.80(XXXX) IS 0.(XX(X)I0(X,
NEW POSTERIOR FOR TIIETA 0.8666700 IS 0.0000(X)0EI00
NEW POSTERIOR FOR THETA 0.9333300 IS 0.OOOOOOOE+00
NEW POSTERIOR FOR THETA 1.000000 IS 0.E000000E(g)
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THE NEW DISTRIBUTION FOR STRATEGIC MILITARY IS

NEW POSTERIOR FOR THETA = 0.O0 0E EE-00 IS 0.0000OE+()
NEW POSTERIOR FOR THETA = 6.667001IE-02 IS 8.7637827E-03
NEW POSTERIOR FOR THETA 0.1333300 IS 0.9176707
NEW POSTERIOR FOR THETA = 0.2000000 IS 7.3403068E-02
NEW POSTERIOR FOR THETA = 0.2666700 IS I,6234427E-04
NEW POSTERIOR FOR THETA = 0.3333300 IS 2.6526727E-08
NEW POSTERIOR FOR THETA = 0.4000000 IS 4.1892228E-13
NEW POSTERIOR FOR THETA 0.4666700 IS 6.0232821E-19
NEW POSTERIOR FOR THETA 0.5333300 IS 5.8010545E-26
NEW POSTERIOR FOR THETA 0.(000000 IS 2.0657936E-34
NEW POSTERIOR FOR THETA 0.6666700 IS 0.0000000E,00
NEW POSTERIOR FOR TIETA 0.7333300 IS 0.,000000[E4O0
NEW POSTERIOR FOR THETA 0.8000000 IS 0.000(XO01EO)
NEW POSTERIOR FOR THlETA 0.866670() IS 0.O000000EAO0
NEW POSTERIOR FOR THETA 0.9333300 IS 0.O00(O)0OE-00
NEW POSTERIOR FOR THETA 1.000000 IS O.0000000E,)O

THE NEW DISTRIIBUITON FOR COMMAND AND CONTROL IS

NEW POSTERIOR FOR THETA 0.000(XX) .00 IS 0.0000000E."(',
NEW POSTERIOR FOR THETA 6.66700011u 12 IS 1.1720508E-14
NEW POSTERIOR FOR THETA 0.1333300 IS 2.62347881--05
NEW POSTERIOR FOR THETA 0.2(X.XXX) IS 9.1401726F-02
NEW POSTERIOR FOR TIET. 0.2667(X) IS 0.708K479
NEW POSTERIOR FOR FHL-TA 0.33333(X) IS 0.138491)9
NEW POSTERIOR FOR TIIETA 0.4(XXK) IS 1.22055191: [
N-LW POSTERIOR FOR TIIFlIA 0.4600() IS 0.9935487-u)7
NEW POSTERIOR I-OR THETA 0,5333(X) IS 2.39752211--Il
N[-, POSTERIOR FOR TIHTA 0.6(AXXXX) IS 3.1857512t- I7
N-\, P()STERI()R FOR "I'TA 0,60670) IS 9.1542526E-25
Nf-Wk F'(OSTERIOR FOR I'IlV.A ().733330 IS 1.1423299I-34
NEW POSTERIOR FOR THIE[TA -0.S0XC XX) IS 0.0(X)XXKJ[..(
NEW POSTERIOR FOR THITA 0.80007(X) IS 0.00(XN)0I..)(0
NEW POSTERIOR FOR TIIETA 0.933300 IS 0.)(XXXXJO(10
NEW POSTERIOR FOR THETA I.(XX) IS O.(X.)(X)O()E.dX)
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MOE IS: 0.9333333

AT 480.0000 SECONDS BEFORE IMPACT
THERE ARE THE FOLLOWING NUMBERS OF WARHEADS TARGI. I 1 I)
FOR EACH RESPECTIVE CLASS

CLASS 1, CITY/INDUSTRIAL: 5
CLASS 2, OTHER MILITARY: 4
CLASS 3, STRATEGIC MILITARY: 2
CLASS 4, COMMAND & CONTRI )LCOMM: 4

THE NEW DISTRIBUTION FOR CITY INDUSTRIAl. IS
-------------------------------------------

NEW POSTERIOR FOR THETA 0.00000001:1.00 IS 0.0000000E.I0)
NEW POSTERIOR FOR THETA - 6.66700011.-02 IS 8.1681877F-3
NEW POSTERIOR FOR THETA 0.1333300 IS 9.837717oFk-IS
NEW POSTERIOR FOR THETA - 0.2000000 IS 1.5734520E-0,
NEW POSTERIOR FOR THETA 0.2666700 IS 1.15290531--02
NEW POSTERIOR FOR THETA 0.3333300 IS 0.1816959
NEW POSTERIOR FOR THETA 0.4000000 IS 0.7997549
NEW POSTERIOR FOR THETA 0.4666700 IS 7.0168171E-03
NEW POSTERIOR FOR THETA 0.533330(10 IS 1.09425161 ),
NEW POSTERIOR FOR TIETA 0.60000)0 IS 3.352,315: -13
NEW POSTERIOR FOR TIETA 0.0006700 IS 5.3379059F-22
NE-\\ POSTERI()R FOR TIHET.\ (.733330(0 IS 9.'71M(A5 3-35
NEV POSTERIOR FOR THETA 0. 8)000() IS 0.0000000k1.00
NFW POSTERIOR FOR THETA . 0.866670( IS 0.(O)OOE)0
NFW POSTERIOR FOR TIlETA 0.93333(X1) IS (.K()E. 1)
NE\W t'()STERI( )R FOR TI IFTA I.()0 IS O000OOE ()0

TIHE NEW DISTRIBHTI( )N FOR ( )1lI-R MILITARY IS

NE ;W P()STER IOR F()R T1 I I A 0.0000(8)1I .0 IS 0.00(OOOLO, I
NEW P)STERIOR FOR IIETA 6.66700011.L02 IS 6.3803749I- [)
N|LW POSTERIOR FOR THIETA 0.1333300 IS 1.6656096E--()o
NE-W POSTERIOR FOR TH11ETA . 0.2000000 IS 6.9312558E-02
NEW POSTERIOR FOR THETA 0.26667(X1 IS 0.8695322
NEI P()STERIOR F()R THIETA (.33333(k IS .I,0877E--(2
NEW% P()STERI()R F()R II IA 0.4(X X 19(1) IS 7.2736010-4 15
NEW I STE RI()R F -)R TIIETA 0 4666 7 0( IS 2(1894135 F (0
NE, POSTERIOR FOR III-TA ().53333(N) IS 1.3(08141- 15
NEW POSTER I( )R F()R TIIlTA O. 0(XXXX) IS 1.04708(01- -23
NEW POSTERIOR FOR THETA 0.6666700 IS 3.75829351--34
NEW POSTERIOR FOR THETA 0.7333300 IS 0.000000)E ,(X)
NEW POSTERIOR FOR THETA - 0.8(XKXX) IS 0.(0,)00X()E0,(X
NEW POSTERIOR FOR THFITA 0.8666700 IS 0.0()O(0)I (H)
NE-W POSTERIOR FOR TIIETA 0.93333(X) IS 0.0000(XXOE ()
NEW POSTERIOR FOR -THTA I.(XXXOX) IS 0.OX)(X)E,()I
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THE NEW DISTRIBUTION FOR STRATEGIC MILITARY IS

NEW POSTERIOR FOR THETA 0.0000000E00 IS 0,000000OE+()()
NEW POSTERIOR FOR THETA = 6.6670001E-02 IS 1.7024318E-03
NEW POSTERIOR FOR THETA = 0.1333300 IS 0.9674060
NEW POSTERIOR FOR THETA 0.2000000 IS 3.0884240E-02
NEW POSTERIOR FOR THETA = 0.2666700 IS 7.3944234E-06
NEW POSTERIOR FOR THETA 0.3333300 IS 5.0716566E-I I
NEW POSTERIOR FOR THETA = 0.4000000 IS 1.4374123E-17
NEW POSTERIOR FOR THETA = 0.4666700 IS 1.5517015E-25
NEW POSTERIOR FOR THETA = 0.5333300 IS 4.1984660E-35
NEW POSTERIOR FOR THETA 0.6000000 IS 0.0000000E+ 00
NEW POSTERIOR FOR THETA 0.6666700 IS 0.OOOOOOOE+O0
NEW POSTERIOR FOR THETA = 0.7333300 IS 0.0000000E +00
NEW POSTERIOR FOR THETA 0.8000000 IS 0.0000000E+00
NEW POSTERIOR FOR THETA = 0.8666700 IS 0.OOOOOOOE0()
NEW POSTERIOR FOR THETA 0.9333300 IS 0.0000000E+0(
NEW POSTERIOR FOR THETA 1.000000 IS 0.0000000E40

THE NEW DISTRIBUITON FOR COMMAND AND CONTROL IS

NEW POSTERIOR FOR THETA = 0.0000000F,00 IS 0.0000000E4()()
NEW POSTERIOR FOR THETA = 6.66700011:-()2 IS 1.2517046E-11)
NEW POSTERIOR FOR THETA = 0.1333300 IS 7.0373289E-07
NEW POSTERIOR FOR THETA = 0.2000000 IS 4.7589660E-02
NEW POSTERIOR FOR THETA 0.2666700 IS 0.8684021
NEW POSTERIOR FOR THETA 0.3333300 IS 8,3874375E-02
NEW POSTERIOR FOR THETA 0.4000000 IS 1.3317396E-04
NEW POSTERIOR FOR THETA 0.4666700 IS 5.0211000E-09
NEW POSTERIOR FOR THETA 0.5333300 IS 4.0949740E-15
NEW POSTERIOR FOR THETA 0.6000000 IS 4.3135189E-23
NEW POSTERIOR FOR THETA = 0.6666700 IS 2.0643710E-33
NEW POSTERIOR FOR THETA = 0.7333300 IS 0.0000000E+00
NEW POSTERIOR FOR THETA = 0.8000000 IS 0.(0(00E+00
NEW POSTERIOR FOR THETA = 0.8666700 IS 0.0000000E+0()
NEW POSTERIOR FOR THETA = 0.9333300 IS 0.0000000E+00
NEW POSTERIOR FOR THETA = 1.000000 IS 0.OOOOOOOE+00
***************************************************
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MOE IS: 0.9333333

AT 360.0000 SECONDS BEFORE IMPACT
THERE ARE THE FOLLOWING NUMBERS OF WARI lEADS TARGIK-[H)
FOR EACH RESPECTIVE CLASS

CLASS 1, CITY/INDUSTRIAL: 5
CLASS 2, OTHER MILITARY: 4
CLASS 3, STRATEGIC MILITARY: 2
CLASS 4, COMMAND & CONTROL,COMM: 4

THE NEW DISTRIBUTION FOR CITY/INDUSTRIAL IS

NEW POSTERIOR FOR THETA = 0.OOOOOOOE,00 IS 0.OOOOOOOE,()I)
NEW POSTERIOR FOR THETA = 6.6670001E-02 IS 0.OOOOOOOE+()u)
NEW POSTERIOR FOR THETA: 0.1333300 IS 6.0863424E-18
NEW POSTERIOR FOR THETA 0.2000000 IS 1.3176708E-07
NEW POSTERIOR FOR THETA 0.2666700 IS 9.3762791E-03
NEW POSTERIOR FOR THETA 0.3333300 IS 0.2831546
NEW POSTERIOR FOR THETA 0.4000000 IS 0.7062530
NEW POSTERIOR FOR THETA 0.4666700 IS 1.2159960E-03
NEW POSTERIOR FOR THETA = 0.5333300 IS 1.3127601E-08
NEW POSTERIOR FOR THETA 0.6000000 IS 8.9040739E-17
NEW POSTERIOR FOR THETA = 0.6666700 IS 7.9308057E-28
NEW POSTERIOR FOR THETA 0.7333300 IS 0.0000000E+00
NEW POSTERIOR FOR THETA 0.8000000 IS 0.OOOOOOOE+00
NEW POSTERIOR FOR THETA 0.8666700 IS 0.0000000E+00
NEW POSTERIOR FOR THETA 0.9333300 IS 0.OOOOOOOE+00
NEW POSTERIOR FOR THETA 1.000000 IS 0.0000000E400

THE NEW DISTRIBUTION FOR OTHER MILITARY IS

NEW POSTERIOR FOR THETA = 0.00000001-.00 IS 0.(X)00000E+(.)u
NEW POSTERIOR FOR THETA = 6.6670001E-02 IS 6.4574679E-24
NEW POSTERIOR FOR THETA = 0.1333300 IS 4.2341298E-08
NEW POSTERIOR FOR THETA - 0.2000000 IS 3.4200374E-02
NEW POSTERIOR FOR THETA - 0.2666700 IS 0.9307367
NEW POSTERIOR FOR THETA 0.33333(X) IS 3.5055429E-02
NEW POSTERIOR FOR THETA = 0.4000(XX) IS 7.4841787E-06
NEW POSTERIOR FOR THETA 0.4666700 IS 1.4216293E-I I
NEW POSTERIOR FOR THETA 0.5333300 IS 2.1118044E-19
NEW POSTERIOR FOR THETA 0.6000000 IS 1.2642043E-29
NEW POSTERIOR FOR THETA 0.6666700 IS 0.0000000E+06
NEW POSTERIOR FOR THETA = 0.7333300 IS 0.0000000E00
NEW POSTERIOR FOR THETA 0.80000(X) IS 0.0000000E (X)
NEW POSTERIOR FOR THETA 0.8666700 IS 0.0000000E()
NEW POSTERIOR FOR THETA 0.93333(X) IS 0.0000(")E00()
NEW POSTERIOR FOR THETA - 1.000000 IS 0.OOOOOOOE0()
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THE NEW DISTRIBUTION FOR STRATEGIC MILITARY IS

NEW POSTERIOR FOR THETA = 0.00000001E00 IS 0.0000000E,().
NEW POSTERIOR FOR THETA = 6.6670001E-02 IS 3.2009522E-04
NEW POSTERIOR FOR THETA = 0.1333300 IS 0.9871022
NEW POSTERIOR FOR THETA = 0.2000000 IS I.2577406E-02
NEW POSTERIOR FOR THETA = 0.2666700 IS 3.2598911 E-07
NEW POSTERIOR FOR THETA = 0.3333300 IS 9.3852843E-14
NEW POSTERIOR FOR THETA = 0.4000000 IS 4.7737611 E-22
NEW POSTERIOR FOR THETA = 0.4666700 IS 3.8691402E-32
NEW POSTERIOR FOR THETA 0.5333300 IS 0.OOOOOOOE+00
NEW POSTERIOR FOR THETA = 0.6000000 IS 0.0000000F00
NEW POSTERIOR FOR THETA = 0.6666700 IS 0.0000000E190
NEW POSTERIOR FOR THETA = 0.7333300 IS 0.0000000E00
NEW POSTERIOR FOR THETA = 0.8000000 IS 0.OOOOOOOE-00
NEW POSTERIOR FOR THETA 0.8666700 IS 0.OOOOOOOE.00
NEW POSTERIOR FOR THETA = 0.9333300 IS 0,0000000E,00
NEW POSTERIOR FOR TtHETA = 1.000000 IS 0.0000000E.00

THE NEW DISTRIBUITON FOR COMMAND AND CONTROL IS

NEW POSTERIOR FOR THETA 0.0000000l:,00 IS 0.0000000E,00
NEW POSTERIOR FOR THETA = 6.66700011-02 1S 1.2653616E-24
NEW POSTERIOR FOR THETA = 0.1333300 IS 1.7868803E-08
NEW POSTERIOR FOR THETA 0.2000000 IS 2.3454614E-02
NEW POSTERIOR FOR THETA = 0.2666700 1S 0.9284504
NEW POSTERIOR FOR THETA = 0.3333300 IS 4.8081279E-02
NEW POSTERIOR FOR THETA = 0.4000000 IS 1.3687056E-05
NEW POSTERIOR FOR THETA = 0.4666700 IS 3.4123811E-Il
NEW POSTERIOR FOR THETA 0.5333300 IS 6.6205970E-19
NEW POSTERIOR FOR HETA = 0.6000000 IS 5.2019446E-29
NEW POSTERIOR FOR THETA = 0.6666700 IS 0.0000000E, 00
NEW POSTERIOR FOR THETA = 0.7333300 IS 0.0000000E00
NEW POSTERIOR FOR THETA = 0.8000000 IS U.0000000E>00
NEW POSTERIOR FOR THETA = 0.8666700 IS 0.0000000E+00
NEW POSTERIOR FOR THETA 0.9333300 IS 0.0000000>E00
NEW POSTERIOR FOR THETA = 1.000000 IS 0.0000000E,00
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Appendix M Radar Sensitivity

Time to One Two Three Four Five SixImpact
(Seconds)

900 0.6000 0.6000 0.6000 0.6000 0.7333 0.9333870 0.4667 0.4667 0.6000 0.6667 0.8000 1.0000840 0.6000 0.6000 0.4667 0.8000 0.8000 1.0000810 0.4667 0.4667 0.4667 0.6667 0.8000 1.0000780 0.5334 0.5334 0.6000 0.8667 0.8667 1.0000750 0.6000 0.4667 0.5334 0.7333 0.8667 1.0000720 0.6667 0.7333 0.8000 0.8000 0.8667 1.0000690 0.6000 0.6000 0.8000 0.8667 0.8000 1.0000660 0.7333 0.6667 0.8000 0.8000 0.8000 1.0000630 0,5334 0.6000 0.6667 0.8000 0.8667 1.0000600 0.6000 0,6000 0.7333 0.8000 0.8667 1.0000570 0.7333 0.7333 0.7333 0.8000 0.8667 1.0000540 0.7333 0.7333 0.6667 0.7333 0.9333 1.0000510 0.7333 0.8000 0.8000 0.8667 0.9333 1.0000480 0.6667 0,6667 0.7333 0.8000 0.8667 1.0000450 0.7333 07333 0.8667 0.8667 0.8667 1.0000420 0.7333 0.7333 0.8667 0.8667 0.8667 1.0000390 0.6667 0,6667 0.8000 0.8667 0.8667 1.0000360 0.7333 0,8000 0.8000 0.8667 0.8667 1.0000
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Appendix N CEP Simulation

Time to Impact 900 CEP 600 CEP 300 CEP 0 CEP

900 0.6000 0.6000 0.6000 0.5333870 0.8000 0.8000 0.6667 0.7333840 0.8667 0.8667 0.8000 0.7333810 0.8000 0.8000 0.6667 0.8667780 0.8667 0.8000 0.8667 0.8000750 0.7333 0.7333 0.7333 0.7333720 0.8000 0.8000 0.8000 0.8000
690 0.7333 0.6667 0.8667 0.6667660 0.8667 0.8000 0.8000 0.8000630 0.8000 0.7333 0.8000 0.8000600 0.8667 0.8000 0.8000 0.8000570 0.8000 0.8000 0.8000 0.8000540 0.7333 0.7333 0.7333 0.7333510 0.8667 0.8667 0.8667 0.8667480 0.9333 0.9333 0.8000 0.9333450 0.8667 0.8667 0.8667 0.9333420 0.8000 0.8000 0.8667 0.8000390 0.7333 0.7333 0.8667 0.7333360 0.9333 0.9333 0.8667 0.8667
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at AFIT [371. The results from these algorithms have been validated during two quarters of

nuclear survivability courses from 31 March 1986 to 11 July 1986. An inspection of the

data in Appendix D shows the results to be reasonablt.

As the range increases between the target and the impact point, the Pk generally

decreases. This inverse relationship generally exists because the nuclear effects diminish as

the reciprocal of Range2 . However, this relationship is not an absolute because of a

phenomenon associated with the thermal effects. There is a time lag involved with thermal

effects. The maximum thermal radiation value does not occur at the same range as the

maximum blast overpressure value [38]. This explains the apparent anomalies in the data

when the Pk does not always decrease with the range. This anomaly is small and

insignificant in determining the overall probability of kill.

Another proof of model validity is a comparison of the calculated overpressure values

with predicted values. The model resuts were compared with figures 3.73a, b, and c of

The E Jfecrs of Nuclear Weapons. There was good agreement between calculated results

from the model and predicted results from the nuclear effects tables [IS]. The model is I
accepted as providing valid data.

Overview of Using Model Results to Determine Intent

T'e volume of data generated by the three previously discussed models are of little

val e without a met-hodolov to take that data and from it de...nne intent. Chapter IV will

i.1cuss the development of the me,hodoloL to combine dama; i intent

determination. The methodology determines how the estimates of int ent are changing over

t:me: as the data becomes more certain.

Figure 3.3 shows each of the data files which are used and gencrated by the three

models previously discussed. As is showvn in the figure, the data gcnerated by each model

is used to drive the next model in sequence until finaly a data file is produced containing
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